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Preface 

 
 

 
ICDM 2008 was the eighth event of the Industrial Conference on Data Mining held in 
Leipzig (www.data-mining-forum.de). 

For this edition the Program Committee received 116 submissions from 20 
countries. 

After the peer-review process, we accepted 36 high-quality papers for oral 
presentation, which are included in these proceedings. The topics range from aspects 
of classification and prediction, clustering, Web mining, data mining in medicine, 
applications of data mining, time series and frequent pattern mining, and association 
rule mining. 

Thirteen papers were selected for poster presentations that are published in the 
ICDM Poster Proceeding Volume.  

In conjunction with ICDM there were three workshops focusing on special hot 
application-oriented topics in data mining. The workshop Data Mining in Life 
Science DMLS 2008 was held the third time this year and the workshop Data Mining 
in Marketing DMM 2008 ran for the second time this year. Additionally, we 
introduced an International Workshop on Case-Based Reasoning for Multimedia Data 
CBR-MD. 

We were pleased to give out the best paper award for ICDM for the third time this 
year. Announcements were made at www.data-mining-forum.de. The final decision 
was made by the Best Paper Award Committee based on the presentation by the 
authors and the discussion with the auditorium. The ceremony took place under the 
guidance of Isabelle Bichindaritz from the University of Washington, USA. This prize 
was sponsored by IBaI solutions (www.ibai-solutions.de), one of the leading data 
mining companies in data mining for marketing, Web mining and e-commerce. 

The conference was rounded up by an overview of new challenging topics in data 
mining before the Best Paper Award Ceremony. 

        

 

 
ICDM / MLDM Medaillie  (limited edition) 

   Meissner Porcellan, the “White Gold” of King 
                                               August the Strongest of Saxonia 

 



VI Preface 

 

The Conference Summary Volume summarizes the vision of the conference and 
workshops as well as the paper presentations and also presents “Who Is Who” in Machine 
Learning and Data Mining by giving each author the chance to present himself.  

We thank the members of the Institute of Applied Computer Sciences, Leipzig, 
Germany (www.ibai-institut.de), who handled the conference as secretariat. We 
appreciate the help and understanding of the editorial staff at Springer, and in particular 
Alfred Hofmann, who supported the publication of these proceedings in the LNAI 
series.  

Last, but not least, we wish to thank all the speakers and participants who 
contributed to the success of the conference. 

 
 

July 2008            Petra Perner 
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Prototypes for Medical Case-Based Applications 

Rainer Schmidt1, Tina Waligora1, and Olga Vorobieva1,2 

1 Institut für Medizinische Informatik und Biometrie, Universität Rostock, Germany  
rainer.schmidt@medizin.uni-rostock.de 

2 Sechenov Institute of Evolutionary Physiology and Biochemistry, St.Petersburg, Russia 

Abstract. Already in the early stages of Case-Based Reasoning prototypes were 
considered as an interesting technique to structure the case base and to fill the 
knowledge gap between single cases and general knowledge. Unfortunately, 
later on prototypes never became a hot topic within the CBR community. 
However, for medical applications they have been used rather regularly, 
because they correspond to the reasoning of doctors in a natural way. In this 
paper, we illustrate the role of prototypes by application programs, which cover 
all typical medical tasks: diagnosis, therapy, and course analysis.      

1   Introduction 

Cases are the most specialised form of knowledge representation. The knowledge of 
physicians consists of general knowledge they have read in medical books and of their 
experiences in form of cases they have treated themselves or colleagues have told 
them about. Not all cases are of the same importance. Some are typical while others 
are rather exceptional, e.g. a paediatrician does not remember all his patients with 
measles, but maybe those with serious complications or those where his measles 
diagnosis was surprisingly wrong. Doctors consider differences between their current 
patient and typical or known exceptional cases.  

We believe that medical Case-Based Reasoning (CBR) systems should take the 
reasoning of doctors into account [1]. Such systems should not only consist of general 
medical domain knowledge plus a flat case base, but the case base should be 
structured by typical case generalisations called prototypes [2].  

Though the use of prototypes had been early introduced in the CBR community  
[3, 4], their use is still rather seldom. Later on it fell into oblivion and was brought up 
again by Bergman in form of generalised cases [5]. His notion of generalised cases is 
similar but not identical to our idea of prototypes. While generalised cases are general 
or abstract in contrast to concrete cases, prototypes contain the typical features of a set 
of cases.  

However, since doctors reason with typical cases anyway, in medical CBR systems 
prototypes are a rather common knowledge form, they are used in a variety of 
applications, e.g. for diabetes [6], for eating disorders [7], and for pulmonology  [8]. 
Prototypical images that can be transformed after certain image processing steps in 
prototypes are used for the diagnosis of medical images [9].  

A Prototype is generalised from a set of single cases. The cases in this set are very 
similar to each other or they belong in some other specific way together and form a 
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sort of class. For example, in a diagnostic system all patients diagnosed as measles 
patient might be grouped together. Usually, prototypes have the same structure as 
cases but have less and more general features, namely just the typical ones. 
Sometimes prototypes are defined by medical experts, sometimes they can be found 
in literature (e.g. the typical symptoms for measles), and sometimes they are 
computed. The use of case oriented generalised knowledge presents the opportunity to 
structure case bases. Cases can be clustered into groups, prototypical diseases or 
schema. Clancey [10] distinguishes between prototypes that represent specific 
expressions of diseases or therapies and schema that contain essential features of 
diseases or therapies. As Selz [11] characterises a schema as a description of an entity 
where at least one part remains vague, the distinction between prototypes and schema 
seems to be fluid. We only use the term prototype and refer to a hierarchy of 
prototypes where the most general prototypes that contain the most common features 
are situated on top and the most specific ones are placed at the bottom. This notion of 
prototypes differs from the usual notion of classes and clusters [12] in many ways. 
Prototypes are not the result of a classification process. Whether a case belongs to a 
prototype, is determined by its features or defined by an expert. There may be a 
hierarchy of prototypes but there are not relations (similarity, is-a and so on), and the 
set of cases belonging to a prototype is not represented by its most representative case 
but by the prototype. The main purpose of such generalised knowledge is to guide the 
retrieval and sometimes to decrease the amount of storage by erasing redundant cases. 
In domains with rather weak domain theories another advantage of case-oriented 
techniques is their ability to learn from cases. Only gathering new cases may improve 
the systems ability to find suitable similar cases for current problems, but it does not 
elicit the intrinsic knowledge of the stored cases. To learn the knowledge contained in 
cases a generalisation process is necessary. Generally speaking, prototypes fill the 
knowledge gap between the specificity of single cases and abstract knowledge usually 
expressed as rules. 

In this paper we present three systems we developed during the last years and focus 
on the role of prototypes within them. A more detailed presentation on this topic can 
be found in [13]. We start with a prototype-based system for diagnosis of dysmorphic 
syndromes. Subsequently we present a system for course analysis and prognosis of the 
kidney function and finally we present ISOR, a system that deals with therapeutic 
problems in the endocrine domain.        

2   Prototype-Based Diagnosis of Dysmorphic Syndromes 

In this application, retrieval does not search for former single cases but only for 
prototypes. Each prototype represents and characterises one specific diagnosis. We 
assume that this idea is rather typical for diagnostic tasks, because it seems to be 
reasonable to search for a general description of a disease instead of searching for 
single patients. 

When a child is born with dysmorphic features or with multiple congenital 
malformations or if mental retardation is observed at a later stage, finding the correct 
diagnosis is extremely important. Knowledge of the nature and the etiology of the 
disease enables the pediatrician to predict the patient’s future course. So, an initial 



 Prototypes for Medical Case-Based Applications 3 

goal for medical specialists is to diagnose a patient to a recognised syndrome. Genetic 
counselling and a course of treatments may then be established. 

A dysmorphic syndrome describes a morphological disorder and it is characterised 
by a combination of various symptoms, which form a pattern of morphologic defects.  
An example is Down Syndrome which can be described in terms of characteristic 
clinical and radiographic manifestations such as mental retardation, sloping forehead, 
a flat nose, short broad hands, and generally dwarfed physique [14].  

The main problems of diagnosing dysmorphic syndromes are [15]:  
 

- more than 200 syndromes are known, 
- many cases remain undiagnosed with respect to known syndromes, 
- usually many symptoms are used to describe a case (between 40 and 130), 
- every dysmorphic syndrome is characterised by nearly as many symptoms. 
 
Furthermore, knowledge about dysmorphic disorders is continuously modified, 

new cases are observed that cannot be diagnosed (it exists even a journal that only 
publishes reports of newly observed interesting cases [16]), and sometimes even new 
syndromes are discovered. Usually, even experts of paediatric genetics only see a 
small count of dysmorphic syndromes during their lifetime.  

So, we have developed a diagnostic system that uses a large case base. Starting 
point to build the case base was a large case collection of the paediatric genetics of 
the University of Munich, which consists of nearly 2,000 cases and 229 prototypes. A 
prototype (prototypical case) represents a dysmorphic syndrome by its typical 
symptoms. Most of the dysmorphic syndromes are already known and have been 
defined in literature. And nearly one third of the prototypes were determined by 
semiautomatic knowledge acquisition, where an expert selected cases that should 
belong to same syndrome and subsequently a prototype, characterised by the most 
frequent symptoms of his cases, was generated. To this database we have added rare 
dysmorphic syndromes, namely from “clinical dysmorphology” [16] and from the 
London dysmorphic database [17].     

2.1   Prototypicality Measures 

In CBR usually cases are represented as attribute-value pairs. In medicine, especially 
in diagnostic applications, this is not always the case, instead often a list of symptoms 
describes a patient’s disease. Sometimes these lists can be very long, and often their 
lengths are not fixed but vary with the patient. For dysmorphic syndromes usually 
between 40 and 130 symptoms are used to characterise a patient. 

Furthermore, for dysmorphic syndromes it is unreasonable to search for single 
similar patients (and of course none of the systems mentioned above does so) but for 
more general prototypes that contain the typical features of a syndrome. To determine 
the most similar prototype for a given query patient instead of a similarity measure a 
prototypicality measure is required. One speciality is that for prototypes the list of 
symptoms is usually much shorter than for single cases.  

The result should not be just the one and only most similar prototype, but a list of 
them – sorted according to their similarity. So, the usual CBR retrieval methods like 
indexing or nearest neighbour search are inappropriate. Instead, rather old measures 
for dissimilarities between concepts [18, 19] are appropriate. 
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As humans look upon cases as more typical for a query case as more features they 
have in common [19], distances between prototypes and cases usually mainly 
consider the shared features. In some experiments we have compared the measure 
proposed by Tversky [18] with a similar measure proposed by Mervis and Rosch [19]. 
The measure proposed by Tversky (2.1) counts the number of matching symptoms of 
the query patient (X) and a prototype (Y). Subsequently, two numbers are subtracted, 
namely the number of symptoms that are observed for the patient but are not used to 
characterise the prototype (X-Y), and secondly the number of symptoms that are used 
for the prototype but are not observed for the patient (Y-X). Finally, the result is 
normalised by the number of symptoms used for the prototype (Y). In (2.1) f is a 
general function, however in our application it is just a counting function. The 
prototypicality measure proposed by Rosch and Mervis [19] differs from Tversky’s 
measure only in one point: the factor X-Y is not considered. 

 
 

                                     f ( X + Y) - f (X-Y) - f (Y-X)  

   D (X,Y) = _________________________                                       (2.1) 
                                                   f (Y) 

2.2   The System 

Our system process consists of three steps. At first the user has to select the symptoms 
that characterise a new patient. This selection is a long and very time consuming 
process, because we consider more than 800 symptoms. However, diagnosis of 
dysmorphic syndromes is not a task where the result is very urgent, but it usually 
requires thorough reasoning and subsequently a long-term therapy has to be started. In 
the second step, a prototypicality measure is sequentially applied on all prototypes 
(syndromes). Since the syndrome with maximal similarity is not always the right 
diagnosis, the 20 syndromes with best similarities are listed in a menu. In the third 
and final step, the user can optionally choose to apply adaptation rules on the 
syndromes. Such a rule states that a specific combination of symptoms favours or 
disfavours specific dysmorphic syndromes. However, how shall the adaptation rules 
alter the results? Our first idea was that the adaptation rules should increase or 
decrease the similarity scores for favoured and disfavoured syndromes. But the 
question is how. Of course no medical expert can determine values to manipulate the 
similarities by adaptation rules and any general value for favoured or disfavoured 
syndromes would be arbitrary. So, instead the result after applying adaptation rules is 
a menu that contains up to three lists (figure 1).  

On top the favoured syndromes are depicted, then those neither favoured nor 
disfavoured, and at the bottom the disfavoured ones. Additionally, the user can get 
information about the specific rules that have been applied on a particular syndrome. 

In the example presented in figure1, the correct diagnosis is Lenz-syndrome. The 
computation of the prototypicality measure provided Lenz-syndrome as the most 
similar but one syndrome. After application of adaptation rules, the ranking is not 
obvious. Two syndromes have been favoured, the more similar one is the right one. 
However, Dubowitz-syndrome is favoured too (by a completely different rule), 
because a specific combination of symptoms makes it probable, while other observed 
symptoms indicate a rather low similarity.    
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Fig. 1. Top part of the listed prototypes after additionally applying adaptation rules 

3   Prognosis of Kidney Function Courses 

Up to 60% of the body mass of an adult person consists of water. The electrolytes 
dissolved in body water are of great importance for an adequate cell function. The 
human body tends to balance the fluid and electrolyte situation. But intensive care 
patients are often no longer able to maintain adequate fluid and electrolyte balances 
themselves due to impaired organ functions, e.g. renal failure, or medical treatment, 
e.g. parenteral nutrition of mechanically ventilated patients. Therefore physicians 
need objective criteria for the monitoring of fluid and electrolyte balances and for 
choosing therapeutic interventions as necessary.  

At our ICU, physicians daily get a printed renal report from the monitoring system 
NIMON [20] which consists of 13 measured and 33 calculated parameters of those 
patients where renal function monitoring is applied. The interpretation of all reported 
parameters is quite complex and needs special knowledge of the renal physiology. 
The aim of our knowledge based system ICONS [21] is to give an automatic 
interpretation of the renal state to elicit impairments of the kidney function on time 
and to give early warnings against forthcoming kidney failures. That means, we need 
a time course analysis of many parameters without any well-defined standards. 
However, in the domain of fluid and electrolyte balance, neither a prototypical 
approach in ICU settings is known nor exists complete knowledge about the kidney 
function. Especially, knowledge about the behaviour of the various parameters on 
time is yet incomplete. So, we combined the idea of RÉSUMÉ [22] to abstract many 
parameters into one single parameter with the idea of Haimowitz and Kohane [23] to 
compare many parameters of current courses with well-known standards. Since well-
known standards were not available, we used former similar cases instead. 

3.1   Prognostic Method 

The method that was developed for ICONS is shown in figure 2. The steps are 
explained in this section. 
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Measured and Calculated Parameters

Course of Kidney Function States

Trend Descriptions

Similar Courses serve as Prognoses

State Abstraction

Time Abstraction

CBR - Retrieval

 

Fig. 2. Prognostic model for time course  

State Abstraction. For the data abstraction we use states of the renal function, which 
determine states of increasing severity beginning with a normal renal function and 
ending with a renal failure. Based on the kidney function states, characterised by 
required and optional conditions for selected renal parameters, we first check the 
required conditions. For each state that satisfies the required conditions we calculate a 
similarity value concerning the optional conditions. We use a variation of Tversky's 
[18] measure of dissimilarity between concepts. Only if two or more states are under 
consideration, ICONS presents them to the user sorted according to their similarity 
values together with information about the satisfied and not satisfied optional 
conditions.  

The user can accept or reject a presented state. When a suggested state has been 
rejected, ICONS selects another one. Finally, we determine the central state of 
occasionally more than one states the user has accepted. This central state is the 
closest one towards a kidney failure. Our intention is to find the state indicating the 
most profound impairment of the kidney function. 

 
Temporal Abstraction. First, we have fixed five assessment definitions for the 
transition of the kidney function state of one day to the state of the respectively next 
day. These assessment definitions are related to the grade of renal impairment: steady, 
increasing, sharply increasing, decreasing, and sharply decreasing. These assessment 
definitions are used to determine the state transitions from one qualitative value to 
another. Based on these state transitions, we generate three trend descriptions. Two 
trend descriptions especially consider the current state transitions.  
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short-term trend:= current state transition; Abbreviation: T1 
medium-term trend:=  looks recursively back  from the current state transition to 

the one before and unites them if they are both of the same 
direction or one of them has a “steady” assessment; 

 Abbreviation: T2 
long-term trend:=  characterises the considered course of at most seven days; 

Abbreviation: T3 
 

For the long-term trend description we additionally introduced four new 
assessment definitions (alternating, oscillating, fluctuating, and nearly steady). If none 
of the five former assessments fits the complete considered course, we attempt to fit 
one of these four additional definitions. 

Only if there are several courses with the same trend descriptions, we use a minor 
fourth trend description T4 to find the most similar among them. We assess the 
considered course by adding up the state transition values inversely weighted by the 
distances to the current day. Together with the current kidney function state these four 
trend descriptions form a course depiction, that abstracts the sequence of the kidney 
function states.  

 
Example. The following kidney function states may be observed in this temporal 
sequence (figure 3): 

selective tubular damage, reduced kidney function, reduced kidney function, selective 
tubular damage, reduced kidney function, reduced kidney function, sharply reduced 
kidney function 

So we get these six state transitions: 

decreasing, steady, increasing, decreasing, steady, decreasing 
 

with these trend descriptions: 

current state: sharply reduced kidney function 
T1: decreasing, reduced kidney function, one transition                    
T2: decreasing, selective tubular damage, three transitions                      
T3: fluctuating, selective tubular damage, six transitions 
T4:1.23             

 

Retrieval. We use the parameters of the four trend descriptions and the current 
kidney function state to search for similar courses. As the aim is to develop an early 
warning system, we need a prognosis. For this reason and to avoid a sequential 
runtime search along the entire cases, we store a course of the previous seven days 
and a maximal projection of three days for each day a patient spent on the intensive 
care unit.  

Since there are many different possible continuations for the same previous course, 
it is necessary to search for similar courses and for different projections. Therefore, 
we divided the search space into nine parts corresponding to the possible continuation 
directions. Each direction forms an own part of the search space. During the retrieval 
these parts are searched separately and each part may provide at most one similar  
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Fig. 3. Comparative presentation of a current and a similar course. In the lower part of each 
course the (abbreviated) kidney function states are depicted. The upper part of each course 
shows the deduced trend descriptions. 

case. The similar cases of these parts together are presented in the order of their 
computed similarity values.   

Before the main retrieval, we search for a prototypical case (see section 3.2) that 
matches most of the trend descriptions. Below this prototype the main retrieval starts. 
First we search with an activation algorithm concerning qualitative features. Only if 
two or more courses are selected in the same projection part, we use the sequential 
similarity measure TSCALE [24], which goes back to Tversky [18], concerning the 
quantitative features in a second step.    

 

Continuation of the example. For the example above, the following similar course 
(figure 3) with these transitions is retrieved: 

decreasing, increasing, decreasing, steady, steady, decreasing 

with these trend descriptions: 

current state: sharply reduced kidney function 
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T1: decreasing, reduced kidney function, one transition                     
T2: decreasing, selective tubular damage, four transitions                       
T3: fluctuating, selective tubular damage, six transitions 
T4: 1.17 

 
After another day with a “sharply reduced kidney function” the patient belonging 

to the similar course had a kidney failure. The physician may notice this as a warning 
and it is up to him to interpret it.  

3.2   Learning a Tree of Prototypes 

Prognosis of multi-parametric courses of the kidney function for ICU patients is a 
domain without a medical theory. Moreover, we can not expect such a theory to be 
formulated in the near future. So we attempt to learn prototypical course pattern. 
Therefore, knowledge on this domain is stored as a tree of generalised cases 
(prototypes) with three levels and a root node (figure 4).  

Except for the root, where all not yet clustered courses are stored, each level 
corresponds to one of the trend descriptions T1, T2 or T3. As soon as enough courses 
that share another trend description are stored at a prototype, a new prototype with  
this trend is created. At a prototype at level 1, we cluster courses that share T1, at  
 

 

Fig. 4. Prototype architecture for the trend descriptions T1, T2, and T3 
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level 2, courses that share T1 and T2 and at level 3, courses that share all three trend 
descriptions T3. This can be done, because regarding their importance, the short-, 
medium- and long-term trend descriptions T1, T2 and T3 refer to hierarchically 
related time periods. T1 is more important than T2 and T3, and so forth. 

The retrieval starts with a search for a prototype that has most of the trend 
descriptions in common with the query course. The search begins at the root node 
with a check for a prototype with the same short-term trend description T1. If such a 
prototype can be found, the search goes on below this prototype for a prototype that 
has the same trend descriptions T1 and T2, and so forth. If no prototype with a further 
trend in common can be found, we search for a course at the last accepted prototype.  

If no prototype exists that has the same T1 as the query course, the search starts at 
the root node, where links to all courses in the case base exist. 

 
Continuation of the example. In the example above, we can create just one 
prototype at level one, because at the second level the query course and the similar 
one, called “similar-1” differ in their length. Although the long-term trend description 
T3 is equal for both courses, we can not create a prototype at level three because of 
the strictly hierarchical organisation of the prototype tree. However, learning a 
prototypical description “fluctuating in seven days from a selective tubular damage to 
sharply reduced kidney function” which does not consider any more similarities or 
deviations within this time period would be too general and therefore too 
impracticable.  

Assuming we find another similar course, called “similar-2”, for the current case of 
the example above with the following kidney function states: 

reduced kidney function, reduced kidney function, selective tubular damage, selective 
tubular damage, reduced kidney function, reduced kidney function, sharply reduced 
kidney function       

 

with these trend descriptions: 

current state: sharply reduced kidney function 
T1: decreasing, reduced kidney function, one transition                     
T2: decreasing, selective tubular damage, four transitions                       
T3: oscillating, reduced kidney function, six transitions 
T4: 1.33          

 
The current query course, “similar-1”, and “similar-2” will be clustered at level 1 

to prototype T1-a, defined by T1 as “decreasing, reduced kidney function, one 
transition”. Afterwards at level 2 the current course and “similar-2” will be clustered 
to a prototype T1-a + T2-a, defined by T1 as “decreasing, reduced kidney function, 
one transition” plus by T2 as “decreasing, selective tubular damage, four transitions”. 
The attempt to create another prototype at level 3 fails, because the trend descriptions 
T3 have different assessments and different start states. The result, a tree of 
prototypes learned from the three courses is shown in figure 5. 
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Prototype 
T1-a

Prototype 
T1-a 
 +  T2-a

Root
Courses:  
- similar-1 
- similar-2 
- current

Courses:  
- similar-1 
- similar-2 
- current

Courses:  
- similar-2 
- current

 
Fig. 5. Generated prototype tree from three example courses 

4   ISOR 

ISOR is a Case-Based Reasoning system for long-term therapy support in the 
endocrine domain [25]. It performs typical therapeutic tasks, such as computing initial 
therapies, initial dose recommendations, and dose updates. Apart from these tasks 
ISOR deals especially with situations where therapies become ineffective. Causes for 
inefficacy have to be found and better therapy recommendations should be computed. 
In addition to the typical Case-Based Reasoning knowledge, namely former already 
solved cases, ISOR uses further knowledge forms, especially medical histories of 
query patients themselves and prototypical cases (prototypes).  

ISOR uses prototypes in two ways, namely in form of guidelines for dose 
calculations and as generalised solutions for therapy inefficacy.   

4.1   Computing Initial Doses: Guidelines as Prototypes 

For hypothyroidism only one drug exists, namely Levothyroxine. The problem is to 
calculate effective initial doses. Firstly, a couple of prototypes exist. These are 
recommendations that have been defined by expert commissions. Though we are not 
sure whether they are officially accepted, we call them guidelines. The assignment of 
a patient to a fitting guideline is obvious because of the way the guidelines have been 
defined. With the help of these guidelines a range for good doses can be calculated. 
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To compute a dose with best expected impact, we retrieve similar cases whose initial 
doses are within the calculated ranges. Since cases are described by few attributes and 
since our case base is rather small, we use Tversky's sequential measure of 
dissimilarity [18]. On the basis of those retrieved cases that had best therapy results an 
average initial therapy is calculated. Best therapy results can be determined by values 
of a blood test after two weeks of treatment with the initial dose. The opposite idea to 
consider cases with bad therapy results does not work here, because bad results can 
also be caused by various other reasons.  

4.2   Generalised Solutions for Therapy Inefficacy 

In medical practice, therapies prescribed according to a certain diagnosis sometimes 
do not give desired results. Sometimes therapies are effective for some time but 
suddenly stop helping any more. There are many different reasons. A diagnosis might 
have been erroneous, the state of a patient might have changed completely or the state 
might have changed just slightly but with important implications for an existing 
therapy. Furthermore, a patient might have caught an additional disease, some other 
complication might have occurred, or a patient might have changed his/her lifestyle 
(e.g. started a diet) and so on.  

For diagnosis and therapy of hypothyroidism (insufficiency of the thyroid gland) 
complete and elaborate knowledge exists (e.g. [26]). The diagnosis is based on 
analyses of laboratory results. Hypothyroidic patients are treated with hormonal 
therapy in form of levothyroxine. With a proper dose of levothyroxine the states of 
hypothyroidic patients should become stable. If the achieved stability is disturbed, it 
is necessary to ascertain the reason of the disturbance and to eliminate it. Usually, a 
hypothyroidic patient should visit his/her doctor twice a year. Between these visits 
certain changes may occur in his/her condition. Some of them the doctor can find out 
during the standard interrogatory of the patient. These include drugs prescribed by 
another physician, new diseases, physiological conditions, pregnancy etc. However, 
there are changes that are much more difficult to find out, because a patient often does 
not attach significance to some changes in his/her diet and lifestyle. Therefore 
substantial facts may escape the attention of the doctor. The task of ISOR is to help 
catching these seemingly insignificant facts. Furthermore, it shall indicate reasons that 
prevent the expected effects of the drug. ISOR first attempts to find causes for 
inefficacy and subsequently computes new therapy recommendations that should 
perform better than those administered before. Apart from a case base ISOR consists 
of a knowledge base, which contains therapies, conflicts, instructions and so on, of 
medical histories, and of prototypes. For details about the architecture of ISOR see 
[25]. In ISOR, prototypes are generalized cases with general solutions. They play a 
particular role, because they help to select a proper solution from the list of probable 
or available solutions. A prototype may help to point out a reason of inefficacy or it 
may support the doctor’s choice of a drug.Since ISOR is problem oriented, cases have 
appropriate attributes, namely three main ones: problem code, diagnosis and therapy. 
Each combination of these attribute values has its specific additional attributes. The 
combination A4 (problem code), hypothyroidism (diagnosis), and levothyroxine 
(therapy), for example, has the additional attributes age, sex, prescribed drugs, and 
supervisor (yes/no). Sets of cases with equal main attribute values and with similar 
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additional attribute values build a prototype. For the combination mentioned above, 
one prototype P1 is, for example, characterized by these additional values:  

 

  P-1: Age between 15 and 19, female, no prescribed drugs, and no supervisor.  
 
  The prototypes do not have unique but four general solutions: 
 

A. irregular levothyroxine intake. 
B. changes in the hormonal condition of the patient. 
C. uncontrolled intake of any stuff that inhibits levothyroxine absorption. 
D. Intake of prescribed drugs that can inhibit levothyroxine absorption.  

 
The additional attribute values determine the order in which these solutions are 

probable. For the prototype P-1 the order is B, C, and A, whereas solution D is 
eliminated. Some of the general solutions are specialized into some more specific 
solutions. 

5   Summary: The Role of Prototypes 

The presented systems have one thing in common that distinguishes them from most 
CBR systems: They use prototypes as a form of knowledge representation that fills 
the gap between specific cases and general rules. The main purpose of such 
generalised knowledge is to structure the case base, to guide the retrieval process, and 
sometimes to decrease the amount of storage by erasing redundant cases. In domains 
with very poor domain theories they may help to learn general knowledge. In domains 
with rather weak domain theories another advantage of case-oriented techniques is 
their ability to learn from cases. Only gathering new cases may improve the system‘s 
ability to find suitable similar cases for current problems, but it does not elicit the 
intrinsic knowledge of the stored cases. To learn the knowledge contained in cases a 
generalisation process is necessary. In our early warning system concerning the 
kidney function, apart from guiding the retrieval and structuring the case base 
prototypes mainly serve to learn typical course pattern, because just the relevant 
kidney parameters are known but no knowledge about their temporal course 
behaviour exists. 

For diagnosis of dysmophic syndromes prototypes correspond directly to the 
physician‘s sense of prototypes. As comparisons with single cases are unable to 
identify typical features, in this application the use of prototypes is not only sensible, 
but even necessary.  

In ISOR, the prototypes for dose calculation are guidelines and the prototypes for 
therapy inefficacy are similar to those for diagnosis of dysmorphic syndromes. The 
main difference is that in ISOR all prototypes are defined by medical experts.  

Summarising our experiences we would like to make quite clear that the role of 
prototypes depends on the application and the task. For medical diagnoses they even 
seem to be necessary because of their correspondence to medical prototypes which 
guide the physicians diagnoses.  

In this paper, we have just presented and discussed prototypes within our own 
case-based systems. Recently Isabelle Bichindaritz [27] has presented her experience 
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with prototypes for medical CBR systems. However, she focuses on their role for 
knowledge maintenance, which is an interesting topic but it lays beyond the scope of 
this paper.     
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Abstract. We study filter–based feature selection methods for classifi-
cation of biomedical images. For feature selection, we use two filters — a
relevance filter which measures usefulness of individual features for target
prediction, and a redundancy filter, which measures similarity between
features. As selection method that combines relevance and redundancy
we try out a Hopfield network. We experimentally compare selection
methods, running unitary redundancy and relevance filters, against a
greedy algorithm with redundancy thresholds [9], the min-redundancy
max-relevance integration [8,23,36], and our Hopfield network selection.
We conclude that on the whole, Hopfield selection was one of the most
successful methods, outperforming min-redundancy max-relevance when
more features are selected.

Keywords: feature selection, image features, pattern classification.

1 Introduction

Computerized Tomography (CT) is a technique of producing a 3-dimensional
image from a large series of X-ray images taken around a single axis of rotation.
The 3-D image is cut into sections (Greek tomos = cutting), so the data is an
array of 2-D images which together constitute a volume. The information of
density of cell tissue is given in gray intensity levels.

Volume visualization of such CT–slices can help experts in biomedical anal-
ysis, such as e. g. inspection of cell tissue and of anatomical structures, or in
gaining a better understanding of cell growth (more general: Computer-Assisted
Diagnosis). For this purpose, first, a transfer function maps from possible voxel
values to RGBA space, defined by colors and opacity (red, green, blue, alpha).
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Using volume visualization techniques, 2–dimensional projections on different
planes can then be displayed.

The opacity of voxels depends on cell tissue that the voxels represent. There-
fore, distinguishing between different tissues can enhance the volume visualiza-
tion. Hence, we break the transfer function between intensity values and optical
properties into two parts: i) classification function, and ii) transfer function from
tissue to optical properties.

Classification, in the context of this work, refers to the process of distinguish-
ing between different kinds of data, here biomaterial and non-biomaterial, and
the result of this process. Our data consist of slices in a 3-D volume taken from
CT of bones, in which was artificially introduced a biomaterial for tracing pur-
poses1. The introduced biomaterial is the target class and relatively small as
compared to the non-target class. The data set originally was of dimensions
423× 486× 562, but because 403 slices did not contain any biomaterial, in the
current study, dimensionality was reduced to 423× 486× 159.

Earlier, working on these data, we introduced a pipeline process for classifica-
tion and subsequent volume rendering [22]. In classification, instead of a unique
single-run classifier, as in most approaches, we applied a learning pipeline con-
sisting of three steps. After initial Gentle Boost [13] classification based on image
properties, a conditional random field [20] on an image of reduced scale works on
spatial characteristics of uncertain pixels (output of Gentle Boost), and finally
we refined the result in a last step. This article aims at extending the framework
with a feature selection step.

For organic tissues, as in our case, distributions of intensities overlap con-
siderably [33]. In order to produce a reliable classification model, we extracted
characteristics (features) – a process called “feature extraction“ (see 4.1) – from
images by integrating image intensity within a window around each pixel. With
high number of features, classifiers become slow and tend to produce unstable
models with low generalization performance, so our problem was then selecting
from a number of features, compiling a set of features that would give good
performance.

Each of the extracted features can have merits on its own and merits when
used in combination with a selection of other features and we did not know
beforehand, which of the features to use. “Feature selection“ refers to methods
dedicated to finding a set of features that together can be more successful than
others. Feature selection within the context of pattern classification will be the
focus of most of this work.

The outline of this article is as follows: First, in section 2, we explain the
concepts of relevance and redundancy filters, briefly survey related research on
feature selection, and line out two heuristics for combination of the information
from the two filters. In section 3 we present a novel method that uses a Hopfield
network with the idea of taking into account more complex redundancy relations
than other methods. In section 4 we describe our experimental benchmarks of

1 Samples from the data set are available on one of the authors’ homepage: http://
www.maia.ub.es/∼maite/out-slice-250-299.arff

http://www.maia.ub.es/~maite/out-slice-250-299.arff
http://www.maia.ub.es/~maite/out-slice-250-299.arff
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several feature selection methods, and interpret conclusions based on the results
regarding the best method for feature selection, quality of selection, and finally
the best features. Lastly, we draw conclusions in section 5 and outline future
work in section 6.

2 Relevance and Redundancy Feature Selection

Feature selection in biomedical research is still often done manually by experts,
however due to great quantities of data it is becoming increasingly automatized.
A comparison of methods over articles by different authors is difficult, because of
incompatible performance indicators, often unknown significance, and different
data sets methods are applied to. Saeys et al. [28] review research in feature
selection in application to biological data.

Sets of features can be evaluated by either filters, which measure statistical
properties or information content, or a performance score of a classifier (“wrap-
per approach“). There exist many heuristics for choosing subsets of features.
Two standard iterative search strategies are forward selection and backward
selection. Forward selection, starts from the empty set and adds at each step
a feature, which gives the most performance improvement. Backward selection
starts from all features, eliminating at each iteration one or several features.
Forward-backward algorithms make an initial guess of a useful feature set and
then refine the guess by eliminating variables and adding new ones.

In the context of this work, we define the feature selection task as follows:
given a selection criterion (error function) ε(·) and an initial feature set X with
m features we want to find a subset X∗ ⊆ X such that |X∗| = s (s for number
of selected features) and X∗ = arg minX̄⊆X,|X̄|=s ε(X̄).

Many approaches to feature selection in bioinformatics are either based on
ranks (“univariate filter paradigm“) and thereby do not take into account rela-
tionships between features, or are wrapper approaches which require high com-
putational costs. We chose a filter-based feature selection approach for being
fast and giving good results, which other computation-heavy methods are not
guaranteed to achieve (cf. [16]). Filter-based have the additional advantage of
providing a clearer picture of why a certain feature subset is chosen through
the use of scoring methods in which inherent characteristics of the selected set
of variables is optimized. This is contrary to wrapper-based approaches which
treat selection as a “black-box“ optimizing the prediction ability according to a
chosen classifier.

Multivariate filter-based feature selection with the idea to have a set of fea-
tures of maximal relevance to the target, which are least redundant has enjoyed
increased popularity [28]. It has been shown that the best subset of features
may not be the set of the best individual features (e. g. [6]). The idea behind
combining redundancy and relevance information is simple: you should take the
features that together have the highest value for prediction and not the ones
which alone have highest prediction value.
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Relevance criteria determine how well a variable discriminates between the
classes. They are a measure between a feature and the class.

Redundancy criteria should capture similarities of mappings from attributes
to classes, i.e. given a predictor function f ∈ F : R → C then our intuition is that
for two non-redundant features Xk and Xl, f(Xk) should be different to f(Xl)
(and hopefully provide complementary information). Formally the redundancy
between features X1 and X2 given class targets Y ∈ Cn = {c1, . . . , |C|}n can be
written as

Red(X1, X2, Y ) =
1
|C|

|C|∑
i=1

Δ (X1|Y = ci, X2|Y = ci), (1)

where X1|Y = ci denotes the distribution of feature 1, given class i (i. e.
{X l

1|∀l, Y l = ci}, and Δ one of the distributional similarity measures that we ap-
plied. Given a relevance measure Rel(), features X1 and X2, and targets Y ∈ Cn,
we can define Red(X1, X2, Y ) = 1

|C|
∑

∀i∈[1,|C|] Rel(X1|ci, X2|ci).
Ding, Peng, et al. [8,23,36] select features in a framework they call “min-

redundancy max-relevance“ (here short: mRmR) that integrates relevance and
redundancy information of each variable into a single scoring mechanism to
automatically annotate the fruitfly’s embryonic tissue.

Knijnenburg [19] presented a cluster-based approach where variables are first
hierarchically (complete linkage) clustered and then from each cluster the most
relevant feature is selected. Relevance and redundancy were measured by Pear-
son Correlation Coefficients. He concluded that cluster-based selection could
not improve upon greedy ranking-based selection, but a second approach that
integrated relevance and redundancy into a single score (in a way similar to
mRmR [8]) did so.

Duch et al. [9] presented an algorithm that proceeds at each step including
variables starting from highest relevance and excluding variables that are redun-
dant. Their heuristics is simple, straightforward, and seemed to work.

In the next subsection we will describe the mRmR approach and thereafter
describe Duch and Biesiada’s [9] greedy heuristics with threshold.

2.1 Minimum Redundancy Maximum Relevance

Ding, Peng et al. [8,23,36] presented minimum redundancy maximum relevance
feature selection. The method boils down to a forward scheme2 maximizing one
of two formulas for combination of redundancy and relevance information (mu-
tual information in both cases) by subtraction and division, respectively. These
formulas are:

– arg maxi rel(i, c)−
�

j red(i,j)

m , with i and j being two features, c the matching
target, and m the numbers of competing features at each step

2 Peng et al. [23] also discuss and test a backward scheme but it is given less impor-
tance than the forward scheme.
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– arg maxi
rel(i,c)
�

j red(i,j)
m

Peng et al. [23] use mutual information as measure for relevance and redun-
dancy and they refer to the first formula as mutual information difference (MID),
to the second as mutual information quotient (MIQ). We will refer to (dropping
the reference to mutual information) mRmRD and mRmRQ,respectively. We im-
plemented the mRmR forward search and integrated it with our redundancy and
relevance methods. The algorithm works as lined out in algorithm 1. best() is the
selection formula, i.e. either quotient or difference. Features are Xi, i ∈ [1, . . . , m].

Algorithm 1. mRmR feature selection

Input: rel ∈ R
m: relevance scores ;

red ∈ R
m2

redundancy scores ;
s: number of features that need to be selected (assumed k ≥ 1)
Initialize set D = {X1, . . . , Xm} ;
for i← 1;i ≤ s; i + + do

Si ← best(D) ;
D ← D \ S(i) ;

end
Output: S: s features ordered by mRmR

2.2 Greedy Algorithm with Redundancy Threshold

Duch et al. [9] in their forward scheme used the Kolmogorov–Smirnov test for
measuring redundancy and set the cut–off threshold to a p-value> 0.95.

Algorithm 2 lines out the workings of the implemented algorithm. The Greedy
selection scheme could be extended to select a specific number of variables,
however this would mean giving up on the strict thresholding and to introduce
arbitrariness into feature selection.

Algorithm 2. Greedy feature selection algorithm with Thresholding

Input: m: number of features, ;
rel ∈ R

m: relevance scores, ;

red ∈ R
m2

: redundancy scores, ε: threshold
Initialize sets: set S ← ∅, and C ← {c1, . . . , cm} = {1, . . . , m} ;
while |C| > 0 do

S ← S ∪ argi max relci ;
C ← C \ {i} ;
C ← C \ �j|∃si ∈ S, redsi,cj ≥ ε

�
;

end
Output: Selected features are in S
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3 Hopfield Network for Relevance and Redundancy
Feature Selection

The spaces of feature combinations and the corresponding space of their energy
or error functions has numerous local optima, which iterative algorithms intrin-
sically have difficulties dealing with. This inspired us to think of other graph
based methods as a manner of partitioning and selecting the best features.

We can form complete graphs from the redundancy matrices, if we think of
them as a proximity matrices D = R

m2
, where m is the number of variables.

We had the idea of the features as nodes, and to add as additional dimension
relevance, redundancy constituting inhibitory connections between the features.

The lateral connections represented by the redundancies could create an at-
tractor network that forms basins of attractions, where redundancies are lowest
and relevancies are highest. In this manner, the choice of features could come
up as an emergent pattern within the configuration space of the network arising
from the connections and activations.

A recurrent attractor network with well-studied convergences is a Hopfield
network[17,18,31]. A Hopfield network has the advantage of being able of gener-
ating arbitrary shapes and providing insight into the number of variables without
prior knowledge.

In the simplest form of the Hopfield network, we formalize connections (having
an appropriate normalization) as symmetric, real-valued connections wij , units
Si ∈ [0, 1] and corresponding bias units Ii. The input to each unit S is

ni ←
∑

j

wijSj + Ii , (2)

where Ii is a bias term of unit i.
In the classical (bipolar) formalization, nodes can be asynchronously (serially)

updated at each time step t:

Si(t + 1) ←
⎧⎨⎩

1 if ni(t) > 0
0 if ni(t) < 0

Si(t) otherwise
(3)

The energy function of such a network is

E = −1
2

∑
ij

SiSj −
∑

i

IiSi +
∑

i

∫ Si

0

g−1
λ (S)dS, (4)

where gλ is a sigmoidal funcion, often the sigmoid function ≡ 1
1+e−λx , and λ is

its gain, which guarantees the convergence to a continuous local minimum of the
energy function over time and the synchronization of clusters of units.

We tried many different parameters, normalizations of activations and con-
nections. Parameters included annealing with different rates, including using
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e.g. Rprop[25]. Finally, we chose a simple implementation for continuous (graded)
activation (and responses) and asynchronous updating in discrete time-steps3

with the hyperbolic tangent tanhx = sinh x
cosh x as our sigmoidal function. Weights

and activations were normalized in the range [−1, 0] and [0, 1] respectively, with
the diagonal of the weight matrix set to 0. We set the noise parameter u0 = 0.015
(cf. [18]) and we fixed the learning rate λ = 0.1.

The update of the activation S of a neuron i at time step t is then

Si(t + 1) ← (1− λ)Si(t) + λ

(
1 + tanh

(
ui

u0

)
/2
)

, where (5)

ui =
∑

j

wij × Sj(t). (6)

For application to feature selection, at the end we choose the most highly
activated units, thresholding the unit activations:

Si ←
{

1 if
∑

j wijaj > θ,

0 otherwise.
(7)

In the coming section (4) we will submit the presented feature selection schemes
to a testing procedure using information of relevance and redundancies (all com-
binations). Afterwards we will present results and compare methods.

4 Experiments and Results

We conducted experiments in order to find out which selection schemes and
which relevance and redundancy measures perform best. For the experiments
we need to extract a set of features from the images and compute measures of
redundancy and relevance. After describing methods corresponding to these, we
come to our experimental design, and methods of statistical validation. After
this we look at results.

4.1 Feature Extraction

A standard method for compact image encoding is a method called Laplacian
pyramids [3]. For their computation, an image is iteratively smoothed by com-
puting averages in constant windows as low-pass filters. The bottom level of this
representation (g0) is the original image. The Laplacian pyramid is then the se-
quence of difference maps between two levels at the pyramid Ln = gn − gn+1,
for 0 ≤ n < N , with N denoting the number of levels in the smoothed pyramid.

Gabor filters (e.g. [12] have received considerable attention because the char-
acteristics of simple cells in the primary visual cortex of some mammals can be

3 Our attempts at converging at a good implementation were streamlined considerably
by Hervé Abdi [1].
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approximated by these filters. They are used a lot in pattern recognition and
texture segmentation. Gabor filters, in contrast to the other features presented
here, incorporate orientation information.

In eye-tracking studies, Reinagel and Zador [24] gave evidence for increased
luminance contrast in fixated regions as compared to control points (fixated
points on different images). They defined luminance contrast (LC) as the vari-
ance of luminance within a patch (a rectangular patch for practical purposes)
divided by the mean intensity of the image. Given a patch P of pixel intensity
from image I and around a pixel (x, y): LCP = δP

μP
. Another texture function

from neuropsychological research is texture contrast [10]. The texture contrast
(TC) of a patch is the standard deviation of the luminance contrast values in the
patch standardized by the luminance contrast mean of the image. More formally,
given a patch P̄ from LCI : TCP̄ = δP̄

μP̄
= LCP̄ .

We extracted 10 features from the Laplacian Pyramid, 100 Gabor features
(10 orientations at 10 scales), 9 features from luminance contrast, 7 features
from texture contrast, and intensity. We added 50 probes which have a function
in performance assessment; a good feature selection method should eliminate
most of these probes. 25 probes were standard normal distributed, 24 uniformly
distributed in the interval (0, 1). The last probe was a variable of zeros.

4.2 Relevance and Redundancy Criteria

Due to the uncertainty of the true distribution underlying data, we prefer non-
parametric and model-free metrics. Non-parametric tests have less power (i. e.
the probability that they reject the null hypothesis is smaller) but are more
robust to outliers than parametric tests.

The four relevance criteria that we used in experiments are: Symmetric Un-
certainty (SU), Spearman Rank Correlation Coefficient (CC), Value Difference
Metric (VDM), and Fit Criterion (FC). In [2], we showed how a measure of
probability difference, presented before as the “value difference metric“ [29], can
be adapted as a relevance criterion. We also use a measure, which we call “fit
criterion“, presented in [2].

As for redundancy criteria, we used seven measures: Kolmogorov-Smirnov
test on class-conditional distributions (KSC), Kolmogorov-Smirnov test ignoring
classes (KSD), Value Difference Metric adapted to redundancy (RVDM) [2],
Redundancy Fit Criterion (RFC) [2], Spearman Rank Correlation Coefficients
(CC), Jensen-Shannon Divergence (JS), and the Sign-test (ST).

As for discretization, we use histograms. Conforming to Cromwell’s rule of
avoiding probabilities of 1 and 0 (except for logical true and false), we apply
the Laplacian rule of succession by calculating the probabilities of bin i with
frequency count ni as p̃(i) = ni+1

k+
�

k
j=1 nj

. In order to avoid any problems with

optimization of a bandwidth or bin number and because of impracticality of
mixture modeling, we chose a rigid bin number of 100.
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4.3 Experimental Design

We benchmarked first each relevance and redundancy criterion on its own (“uni-
tary filters“), then all 28 combinations of mentioned relevance and redundancy
measures with the selection methods mRmRQ, mRmRD, Greedy, and Hopfield.
For the threshold in Greedy we used all thresholds possible in combination with
the redundancy measure. As for unitary filters, for relevance measures, the s
highest relevant features were used and for redundancy measures, at each step
the most redundant feature with all the remaining features is removed until the
desired numbers of features s are left. We also introduced a baseline of random
selection.

We selected feature sets of sizes [4, 8, 12, 16, 20, 30, 45, 60, 80, 100]. We empha-
sized feature sets of sizes ≤ 30 because that was were they were the greatest
differences between the different methods. The reported experiments and com-
parisons are based on the set of 177 features and their respective relevance
measures and mutual redundancies. We used three classifiers for benchmarking:
Näıve Bayes, GentleBoost, and a linear Support Vector Machine.

As for Näıve Bayes we relied on our own implementation for multi-valued
attributes using 100 bins for discretization. Given m features X1, . . . , Xm and
corresponding targets Y ∈ Cn, classifying a pattern x = {x1, . . . , xm} by Näıve
Bayes means argmaxc∈C p(c)

∏m
i=1 p(xi|c = Y ). As for GentleBoost we used An-

tonio Torralba’s matlab toolbox [27] and fixed the iterations to 50, which seemed
to be a good trade–off between speed and performance. As for SVM [5] we used
libsvm 2.84 [4], accessed from within MATLAB using an interface by Michael
Vogt [30] from Technical University Darmstadt. We made the cost function to
compensate for unequal class priors, by setting the weight of the less frequent
class to max

(
�(Y =c2)
�(Y =c1)

, �(Y =c1)
�(Y =c2)

)
. Further, we set the SVM complexity parameter

C to 1 which seemed to be a good choice and in the right order of magnitude.
We tried out several normalization methods. Comparisons showed that clas-
sification performance being approximately equal, there was a notable loss of
speed with classification after normalization according to Graf et al. [15], with
z-normalization performing faster than normalization between [0, 1] or k[−1, 1].
Consequently, features were z-normalized.

The whole set of experimental conditions can be obtained by combining selec-
tion schemes with corresponding relevance and redundancy measures, classifiers,
and numbers of features. Greedy, Hopfield, mRmRQ, and mRmRD, were tried
out with the 28 redundancy and relevance combinations, all classifier, at each
number of features. Unitary filters with their redundancy or relevance measures,
were combined with a classifier and a number of features. Random selection ran
with each classifier at each number of features. In total we had 3700 experimental
conditions.

In order to have many validations at acceptable speed – we made 10 random
samplings of size n/10 and for each sampling we did 5-fold cross-validation. As
for random feature selection, we did 10 random samplings of the data of size
n/10 and tested 10 random selections of features in 5-fold cross-validation.
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4.4 Statistical Evaluation

As performance measure, we used the area under the curve (AUC) throughout
the analysis and — following the recommendations of Janez Demŝar [7], who
surveyed the state of the art of comparing classifiers — we did not base our
statistics on performances of single folds but took averages (medians4) over folds.

4.5 Results

Statistics were extracted from performance vectors and are given over all three
classifiers (Näıve Bayes, GentleBoost, and SVM). For feature selection, what
is the “best“ method depends on how many features there are, which is the
application, and what computational resources are available.

We will focus on three questions:

1. Which is the best feature selection scheme?
(a) In particular, are there differences with respect to numbers of features?

2. Are the best methods the ones with fewest probes?
3. What is the best feature set?

Question 1 includes feature selection schemes, measures of redundancy and
relevance (short: RR measures), and combinations of relevance and redundancy.
Apart from an overall winner according to our experimental setup, we will look
at which selection scheme gives the best results. We will have to look whether
there are differences between the methods with respect to RR measures.

As for question 1.a, we will analyze, if relative performance of the different
methods is the same when the number of attributes selected increases. We will
have to decide which is a good feature size for our classification task and with
respect to this decision decide on the best selection scheme.

As for question 2, we look at probe frequency and see whether a selection
scheme with good performance is automatically one with few probes.

Question 3 deals with the final result of our feature selection: which are the
best features for our classification task?

In table 1, the first column gives the name of the method (the selection scheme
followed by redundancy and relevance measures), ordering (column two) fol-
lows the mean rank of performance (third column), win–loss statistics (W/L)
from statistical tests based on ranks at all feature numbers respectively show

4 According to the central limit theorem, any sum (such as e. g. a performance bench-
mark), if of finite variance, of many independent identically distributed random
features will converge to a Gaussian distribution. This is however not necessarily to
expect for only 5 values, i. e. from 5-folds of cross-validations. After finding partly
huge differences between means (which are usually taken) and medians over cross-
validations, in pre-trial runs, we decided to take the more robust median (which
in case of normal distributions is equal to the arithmetic mean anyway). As for
the error-bar, we plot the interquartile range (short: IQR), which is the difference
between values at the first (25%) and the third quartile (75%).
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Table 1. Ranking of all Selection Schemes

index mean rank F/N W/L SR W/L
mRmRD 1 2.10 3/0 4/0
Hopfield 2 2.85 2/0 2/0
Red 3 3.50 1/0 2/0
mRmRQ 4 3.70 1/0 1/1
Rel 5 3.95 1/1 1/1
Greedy 6 5.00 1/2 1/3
rand 7 6.90 0/6 0/6
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Fig. 1. Normalized Probe Frequencies of all Selection Schemes

in column four and five: Friedman test with Nemenyi post-hoc test (F/N) and
Wilcoxon Signed Rank Test (SR, also called the Mann-Whitney U test).5

According to table 1, mRmRD is overall winner followed by Hopfield. mRmRQ
is by Wilcoxon Signrank worse than mRmRD. Hopfield and unitary redundancy
filters are not statistically worse than mRmRD. Random feature selection is
clearly (and statistically significantly) worse than all other selection schemes.
Greedy is the worst non-random scheme. Unitary redundancy filters come high
up in third place.

Fig. 2 shows changes with different numbers of features. Because of the com-
plications with the Greedy scheme, rankings of selection methods at all numbers
of features were normalized by the total number of competing methods with their

5 We included the Greedy schemes using a threshold of
|sdesign−sGreedy |

sdesign
≤ 0.1.
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Fig. 2. Normalized Median Rankings of all Selection Schemes

different combinations of methods. The medians for each selection scheme are
depicted in fig. 2. We see that with more features all selection schemes become
better than random choice because of the inclusion of less probes. MRmRQ
starting as best at 4 variables, adding more features improves relatively less
than most other selection schemes. Hopfield, unitary redundancy filters, and
Greedy see best improvements as compared to other methods as compared to
mRmRQ/D and unitary relevance filters. We observe that Hopfield copes better
with higher feature spaces than other methods and constitutes one of the best
methods from 45 features on.

Fig. 1 shows the expected frequency of probes in the selection of schemes.
Frequencies are normalized by numbers of features in the selected set. We see
that Greedy, the worst selection scheme, was very resistant to probes, however
chosen features could obviously not have been the most useful ones. The same is
true for (unitary) redundancy measures. Redundancy and Greedy curves show
an increasing probe tolerance (as was to expect), the Greedy curve exhibiting
a steep rise from 80 to 100 features. Unitary relevance filters and Hopfield let
in most probes as compared to the other measures. mRmRD/Q were in the
mid-field.

Over all classifiers, Spearman correlations of normalized ranks and inverse
(subtracting from 1) normalized probe frequencies over all RR combinations at
each number of features ranged between −0.08 and 0.6. This suggests to us
that low probe frequencies are not sufficient for good classifier performance. The
correlations follow a curious pattern: they start at medium range with 4 features
(0.5), go down (until −0.08) at 45 features, and climb up again. This suggests
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Table 2. Best Selection Methods for each Number of Features

�features selection method LP Gabors LC TC Int. RN RU Zeros
4 mRmRQ, CC+CC 4.42 0.89 0.00 0.00 0.00 0.00 0.00 44.25
8 mRmRD. CC+VDM 6.64 1.11 0.00 0.00 0.00 0.00 0.00 0.00
12 mRmRD, CC+VDM 7.38 0.89 0.00 2.11 0.00 0.00 0.00 0.00
16 Redundancy Filter VDM 0.00 1.33 4.92 0.00 0.00 0.00 0.00 0.00
20 Redundancy Filter VDM 0.00 1.33 4.92 0.00 0.00 0.00 0.00 0.00
30 mRmRQ RVDM FC 5.31 1.00 1.97 0.84 0.00 0.00 0.00 0.00
45 mRmRQ, RVDM+FC 3.54 1.14 2.62 0.56 0.00 0.00 0.00 0.00
60 Hopfield. KSC+CC 0.00 1.24 2.95 2.95 2.95 0.00 0.00 2.95
80 Hopfield, KSD+FC 0.89 1.28 2.21 2.21 2.21 0.00 0.00 2.21
100 Hopfield, KSD+FC 1.77 1.27 1.77 1.77 1.77 0.00 0.00 1.77

low probe frequencies being relatively important at low numbers of variables and
when there are few to choose from (but not in-between). This explains for higher
numbers of features the success of redundancy filters and the revival of Greedy.

As we will see below in table 2, the probe of zeros (feature index 177), enjoyed
some popularity. This seems to be a problem that comes from the skewed class-
distributions in our data, which makes that 0 can be to 90% associated with one
class.

Table 2 lists from 4 to 100 numbers of features (first column) the selection
method (second column) that provided the best performing feature set. At the
end of the second column we put the redundancy and relevance measures (cf.
4.2). From column 3-10 you see normalized frequencies of features from Laplacian
Pyramid (LP), Gabor filters, luminance contrast (LC), texture contrast (TC),
intensity (Int.), random normal probes (RN), random uniform probes (RU), and
the zero probe. The frequency of each feature type in the selected set was divided
by the frequency expected from prior probabilities. E.g. as for Gabor filters, the
a-priori probability is 100/177 ≈ 0.56. For 100 features, the expected number of
Gabor features is 0.56 × 100 = 56. The figures corresponding to each number
of features and feature type tell how much the frequencies found for the type
exceed or fall behind expectations. E.g. for 100 features from Gabor filters there
were 1.27 times more than expected.

Laplacian Pyramids, intensity, texture contrast, and luminance contrast ap-
pear prominently (relative to their proportion in the feature set). There are
many Gabor filters present. It is remarkable that only few probes are selected
(however the zeros each time).

5 Conclusions

In this paper, we presented a new method for feature selection based on redun-
dancy and relevance of features. Approaches that use neural networks for feature
selection (e.g. [35]) or that use feature selection before feeding data into neural
networks exist in manifold (e.g. [32]. However, to our knowledge, a non-supervised
neural network has not been used before for feature selection in the minimal re-
dundancy and maximal relevance framework. As a recurrent artificial neural net-
work attractor model, the Hopfield network [17,18], shares phenomenology with



Hopfield Networks in Relevance and Redundancy Feature Selection 29

the associative memory function of the cortex. Similarly in both, if several pat-
terns are presented simultaneously, a rivalry process leads to competition, from
which stable states result in perceptual groupings. In the brain, this process pos-
sibly functions by synchronization of neural cell oscillation [14].

On the whole, for all the tested features we saw that mRmRD was the best
combination scheme. Curiously, the selections with least numbers of probes are
not necessarily the best ones. We observed a log-shaped performance curve over
number of features, unsaturated until 100 for some methods. Therefore we de-
cided that the best selection came from the best method at 100 features, a
Hopfield network using the Kolmogorov-Smirnov test as redundancy measure
and FC relevance. Selection with Hopfield networks showed improvements for
higher-dimensioned feature sets.

Not explained yet, but what deserves mention is that the SVM classifier was
the best classifier, followed by GentleBoost and Näıve Bayes. Performance esti-
mations obtained could be optimistically biased, because we used only one data
set for estimation and the methods were partly chosen for the expected aptness
in the domain.

6 Future Work

We identify four lines of future work. These concern relevance and redundancy
measures, discretization methods, extension to multi-class classification, and
more numbers of features.

Though not reported in this article, due to space limitations6, we obtained
some interesting results comparing different relevance and redundancy measures.
As for redundancy, Jensen–Shannon Divergence, was best, followed by VDM,
and the sign–test. As for relevance measures, VDM and FC were good. Some
measures had difficulties with the zero–probe and this should be taken care of.
Future research could try out other relevance and redundancy measures and try
them out on several data sets.

Liu et al. [21] systematize and test several methods of discretization and again
found the minimum description length best performing. Ding, Peng et al. [23]
chose to discretize data using mean±ασ, with α ∈ [0, 2, 0.5]. We have not tried
out this method, neither did we try out minimum description length.

Although this study was limited to binary classification, its methods are not
and it remains to be seen how our feature selection scales up from a two-class
problem to multi-class domains with thousands of features.

In our experimental design we emphasized few numbers of features (70% below
50), which turned out favorably for mRmRD. The Hopfield network selection
seems to perform well for high-dimensional feature spaces and could be used in
analysis of complex data. It stands out to test the methods in higher dimensional
feature spaces. Studies in this direction for the NIPS feature selection challenge
are in preparation.

6 For relevance and redundancy measures check [2] for details.
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Abstract. The analysis of time series is extremely important in the field of 
medicine, because this is the format of many medical data types. Most of the 
approaches that address this problem are based on numerical algorithms that 
calculate distances, clusters, reference models, etc. However, a symbolic rather 
than numerical analysis is sometimes needed to search for the characteristics of 
time series. Symbolic information helps users to efficiently analyse and com-
pare time series in the same or in a similar way as a domain expert would. This 
paper describes the definition of the symbolic domain, the process of converting 
numerical into symbolic time series and a distance for comparing symbolic 
temporal sequences. Then, the paper focuses on a method to create the symbolic 
reference model for a certain population using grammar-guided genetic pro-
gramming. The work is applied to the isokinetics domain within an application 
called I4. 

Keywords: Time series characterization, isokinetics, symbolic distance, infor-
mation extraction, reference model, text mining. 

1   Introduction 

An important domain for the application of time series analysis in the medical field is 
physiotherapy and, more specifically, muscle function assessment based on isokinet-
ics data. 

Isokinetics data is retrieved by an isokinetics machine (Fig. 1a), on which patients 
perform exercises using any of their joints (knee, elbow, ankle, etc.) at maximum 
strength. To assure that the patient exercises at constant speed, the machine puts up 
the required resistance to the strength the patient exerts. As our patients are chiefly 
sportspeople, we decided to focus on knee exercises (extensions and flexions) since 
most of the data and knowledge gathered by sports physicians is related to this joint. 
The data takes the form of a strength curve with additional information on the angle 
of the knee (Fig. 1b). The positive values of the curve represent extensions (knee an-
gle from 90º to 0º) and the negative values represent flexions (angle from 0º to 90º). 
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Fig. 1. Isokinetics machine (a) and collected data (b) 

After observing experts at work, we found that they apply their knowledge and ex-
pertise to focus on certain sections of the isokinetics curve and ignore others. There-
fore, we looked for a way of bringing this machine’s output closer to the information 
sports physicians deal with in their routine work, since they demand a representation 
related to their own way of thinking and operating. Hence, symbolic series have been 
used as an option that more closely resembles an expert’s conceptual mechanisms. 

To do this, our research focused primarily on the design of the symbols extraction 
method that translates numerical time series into symbolic temporal series. Then, we 
designed an isokinetics symbolic distance measure to indicate how similar two sym-
bolic time series are [1]. This way, symbolic sequences can be automatically com-
pared to detect similarities, class patients, etc. Finally, we applied data mining (DM) 
techniques based on grammar-guided genetic programming (GGGP) to create refer-
ence models useful for defining population groups. 

Section 2 of the paper gives an overview of the I4 (Intelligent Interpretation of  
Isokinetics Information) system, of which this research is part. Section 3 describes the  
symbol extraction method. Section 4 explains the symbolic distance measure. Section 5 
describes the use of genetic algorithms to create symbolic models from symbolic time 
sequences. Finally, section 6 presents the research results and section 7 outlines some 
conclusions, and mentions future lines of research. 

2   I4 System Overview 

The I4 System provides sports physicians with a set of tools to analyze patient 
strength data output by an isokinetics machine. It is composed of a data preparation 
subsystem, a Knowledge-Based System (KBS), a numerical Knowledge Discovery in 
Databases (nKDD) subsystem, a symbolic Knowledge Discovery in Databases 
(sKDD) subsystem (objective of this paper), and a Visualization module (Fig. 2). The 
data preparation subsystem manages the tasks of translating, formatting, cleaning and 
pre-processing the time series obtained from the isokinetics data. These tasks use ex-
pert knowledge and generate a database in which data is homogeneous, consistent and 
noise free. The KBS module analyses this data to make it easier for novice users and 
also blind physiotherapists to interpret the isokinetics curves. The nKDD performs  
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Fig. 2. I4 System Overview 

data mining on the numerical isokinetics data to define reference models [2] for  
patient groups and to identify injury patterns. Finally, the Visualization module dis-
plays exercises, injury patterns, reference models, etc. 

Many of these functionalities are used on a daily basis by specialized physicians to 
assess the potential of their patients (mostly top-competition sportsmen and women), 
diagnose injuries and analyse what progress patients have made in injury recovery. 
The system is reliable and outputs equivalent results to what an expert would. How-
ever, it has failed to gain experts’ total confidence. This is because the information the 
expert receives from the I4 system does not highlight the significant aspects of the 
isokinetics series in a language that they can easily understand. This has led to the 
need to build a symbolic Knowledge Discovery in Databases subsystem (sKDD) to 
solve this problem. The sKDD subsystem contains: a Symbolic Extraction Method 
(SEM) to extract the symbolic sequence from a numerical series; a Symbolic Isokinet-
ics Distance (SID) module to get a similarity measure between two symbolic isokinet-
ics sequences; and a SYmbolic Reference MOdels (SYRMO) method to create a ref-
erence model from a set of isokinetics exercises. The sKDD subsystem should 
produce results that are equally reliable as the nKDD subsystem, and it should also 
give a reasonable explanation of the results in terms of the domain under study. This 
paper focuses on the design of the sKDD. 

3   Conversion of Numerical into Symbolic Time Sequences 

To be able to develop a symbolic comparison method it is necessary to translate the 
numerical time sequences output by the isokinetics machine into symbolic time  
sequences. The first option was to use SAX (Symbolic Aggregate approXimation) 
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[3,4] to do this translation. This method is able to reduce the temporal sequence  
dimensionality and assures that the symbolic distance used is less than or equal to dis-
tance between the original two sequences. However, the symbols output automatically 
using the Piecewise Aggregate Approximation (PAA) and the Gaussian distribution 
do not have expert semantic content, that is, they would not be equivalent to the sym-
bols that the expert identifies when analysing the sequence. To do this it is necessary 
[1] to find out what symbol alphabet the isokinetics expert uses to analyse the tempo-
ral sequences. 

After the first few interviews, the expert stated that there were two visually distin-
guishable regions in every exercise: knee extension and flexion. Both had a similar 
morphology (the shape shown in Fig. 3), from which we were able to identify the fol-
lowing symbols: 

• Ascent: part where the patient gradually increases the strength applied. 
• Descent: part where the patient gradually decreases the strength applied. 
• Peak: a prominent part in any part of the sequence.  
• Trough: a depression in any part of the sequence. 
• Curvature: the upper section of a region. 
• Transition: the changeover from extension to flexion (or vice versa). 

Extension

Ascent

Curvature

Descent

Descent
Trough

Ascent

Peak

Transition

 
Fig. 3. Symbols of an isokinetics curve 

Each isokinetics symbol can have different shapes, that is, different types that are 
taken into account when translating a numerical temporal sequence into a symbolic 
series. The types were also elicited from the expert as he analyzed test cases that con-
stituted a significant sample of the whole database. As the expert separated an exten-
sion from a flexion, each symbol had to be labelled with its type and also with the 
keyword “Ext” or “Flex”. The set of symbols, types and regions form an alphabet 
called ISA (Isokinetics Symbols Alphabet), shown in Table 1. 

This ISA is used to get symbolic sequences from numerical temporal sequences. 
The Symbolic Extraction Method (SEM), shown in Fig. 4, was designed to make this 
transformation. First, a pre-prepared numerical sequence is put through the domain-
independent module (DIM), which outputs a set of domain independent features, that 
is, peaks and troughs. Both the features output by the DIM (peaks and troughs) and 
the actual numerical sequence data will be used as input for the domain-dependent  
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Table 1. Isokinetics Symbols Alphabet 

Region Symbol Types 
Ascent Sharp Gentle 

Descent Sharp Gentle 
Trough Big Small 
Peak Big Small 

Curvature Sharp Flat Irregular 
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Fig. 4. Architecture of SEM 

module (DDM). The DDM outputs all the domain-dependent data of the sequence. 
This module is divided into three submodules:  

• Output of domain-dependent features. The aim is to get all the symbols that 
characterize the given numerical sequence. This module selects the relevant 
peaks and troughs and identifies the ascents, descents and curvatures. 

• Filter. The set of symbols output by the above submodule is put through a 
filtering stage. Apart from other filtering processes, this filter checks that 
there are no consecutive symbols that are equal. For example, it makes no 
sense to have two ascents one after the other, because they would really be 
just one ascent. 

• Assign types to symbols. The goal of this submodule is to label each symbol 
with a type. This process is based on a set of rules that use a number of 
thresholds to define the symbol type in each case. 

 
A graphical interface has been designed to easily work with the SEM (see Fig. 5). 

An exercise is selected as input to the SEM. The original temporal sequence of the 
exercise is displayed at the top of the interface. The central part displays the transla-
tion of the temporal sequence into symbols, illustrating all the SEM stages. The first 
stage outputs the domain-independent features, as is shown on the left under the head-
ing “FEATURES”. This list contains all the information related to each peak/trough 
and is formatted as follows:  

<feature>.  Grad:<gradient_value> Start:<initial_value> 
End:<final_value>  Ampl:<amplitude_value> 
Dur:<duration_value>   <value_of_the_point>  

The next stage of the method is to output the domain dependent symbols, which 
are shown under the heading “DOMAIN-DEPENDENT SYMBOLS”. The threshold 
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parameters that are used to output these symbols are listed under “FILTERING 
PARAMETERS”. 

The result of the last stage of the SEM is set out on the right side of the interface, 
under the heading “DOMAIN-DEPENDENT TYPED SYMBOLS”. It is the type 
characterisation of each symbol. The threshold parameters used are shown as 
“TYPOLOGY PARAMETERS”.  

The curve reconstructed from the symbols is shown at the bottom. 

 

Fig. 5. Symbolic representation interface 

As stated by the expert, SEM is an important aid for physicians in writing reports, 
examining the evolution of an athlete’s joint, diagnosing injuries or controlling treat-
ment after a medical diagnosis. 

4   Comparison of Isokinetics Symbolic Sequences 

Our next goal is to find a similarity measure that can be used to compare symbolic 
isokinetics sequences and perform data mining tasks. 

After a thorough study to select the best similarity measure for the medical field of 
isokinetics, we reached the conclusion [1] that a new measure needed to be designed. 
This measure is based on edit distances, which are the best fit for the isokinetics do-
main, as they take into account the order of the components and the morphology of 
the sequence. However, none of the distances we examined exactly fits our problem, 
because the symbols used in the isokinetics domain also have an associated type that 
needs to be taken into account to calculate the distances.  

This led us to propose a variation on the Needleman-Wunch distance [5]. The sug-
gested distance, the Symbolic Isokinetics Distance (SID), allocates a variable cost to 
the insert and delete operations depending on the symbol and symbol type to be  
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inserted or deleted. It also allocates a variable cost to the substitute operations  
depending on the symbol and type that are substituted. 

Fig. 6 shows the three steps required to calculate the SID of two symbolic se-
quences: calculate the distance between each pair of subsequences, normalize these 
distances and calculate the arithmetic mean to get the total distance. 

The researched isokinetics sequences are composed of three repetitions, and each 
repetition is composed of an extension and a flexion. Therefore, an isokinetics se-
quence contains six parts, each of which is represented by the notation shown in (1). 

<Zone><Repetition><Sequence> (1) 

where <Zone> can take the value E (for Extension) or F (for Flexion), <Repetition> 
can take the value R1, R2 or R3 depending on whether it is repetition 1, 2 or 3, 
and<Sequence> can take the value S1 or S2 depending on the sequence 1 or 2. 
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Fig. 6. Computing the Symbolic Isokinetics Distance 

The SID between two series, S1, of length n, and S2, of length m, is calculated by 
building a matrix of mxn elements. This matrix includes the accumulated costs of the 
insert, delete or substitute operations, always calculating the best alignment between 
the two symbolic sequences for comparison. This prevents trapping in local minima. 
The value of each matrix element is calculated using equation (2): element (i,j) indi-
cates the SID between S1’ and S2’ (the subsequences —prefixes— of S1 and S2 end-
ing in elements j and i, respectively); element (m,n) indicates the final SID between 
S1 and S2. This way, the SID can be used to get the least costly edit command se-
quence (delete, insert and substitute) for transforming S1 into S2. 
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(2) 

Due partly to qualitative aspects (each symbol has a different structural weight) 
and partly to quantitative issues, not all the operations or all the symbols can be  
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allocated an identical gapcost in the isokinetics field. For example, curvatures are 
symbols that are part of any repetition, whereas peaks and troughs are circumstantial 
symbols, usually induced by minor patient injuries and, therefore, may or may not ap-
pear. Additionally, the presence of a large peak cannot be considered the same as 
there being a small peak. Therefore, each symbol has to be allocated a different 
weight, and a distinction has to be made depending on the symbol type. 

We had to define both the cost of substituting one symbol type by another and the 
cost of inserting or deleting a particular symbol type. This was done with the help of 
an isokinetics expert. The insert and delete costs were unified to assure that the com-
parison of two series is symmetric. 

For the substitute cost, several possibilities were weighed up. Initially, we designed 
a tabular structure, where the table rows and columns included all the symbol types, 
and the cell (i,j) represented the cost of substituting the symbol type i by the symbol 
type j. However, this table was hard work for the expert to build. For instance, 
(nxm)2/2-(nxm) values are needed if the number of symbols is n and the mean number 
of types per symbol is m (the table is symmetric and the cost is 0 along the main di-
agonal). Additionally, this table is not very open to the entry of any change in the 
symbols alphabet, as the expert would have to put in a lot of work to reformulate the 
table to accommodate the changes. 

To overcome these two problems, we opted for a graph structure, where the princi-
pal cost of substituting two symbols is determined mainly by the symbol, whereas the 
symbol type serves to further specify that cost. Fig. 7b shows this substitution graph. 
The expert will have to define n2/2-n + nxm values, which is clearly fewer than for the 
table. Additionally, this structure is much more open to the entry of any changes in 
the symbols alphabet, and it is also more self-explanatory for the expert. 
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Fig. 7. Insertion/Deletion and Substitution Graph 
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For the sake of coherency, we have used a similar representation for the insert and 
delete costs (Fig. 7a), although, in this case, there is no difference in the number of 
values that the expert has to define for the graph and for the table. 

To make things easier for the expert, we took the graphical representation for each 
symbol type and defined some initial costs by comparing the area each symbol cov-
ered. These initial values were presented to the expert as a starting point. 

The gapcosts used in (2) are plotted in the graphs shown in Fig. 7. It is clear from 
these graphs that there is a cost per symbol to which a cost per type associated with 
each symbol is added. 

The normalization process is applied to the distances between each of the six compo-
nents of the two sequences for comparison (these distances are denoted EDX in Fig. 6, 
where x is the number of the component that has been compared). Then all the dis-
tances are defined in the interval [0, 1]. The normalization is based on dividing the  
obtained distance value by what would have been output in the worst case. In our do-
main, as all the sequences have six curvatures (two for each repetition), the worst case 
would be to have substitute operations for the curvatures and substitute operations for 
ascents or descent with the worst gapcost.  

Once the normalized distances have been obtained for each component, their 
arithmetic mean is calculated. This outputs the symbolic isokinetics distance between 
the two compared sequences. This is useful for comparing symbolic time series with 
reference models to detect injuries or class a sportsperson in a give population group. 

5   Using GGGP to Create Reference Models  

As part of the research, a method, called SYRMO (SYmbolic Reference MOdels), has 
been defined to create symbolic reference models from symbolic temporal sequences. 
A symbolic reference model will be composed of a repetition, that is, an extension 
and flexion. To do this, we weighed up several alternatives. 

The first possibility was to formulate a brute-force algorithm that generated all the 
possible symbol combinations to form a repetition that would be used as a trial model. 
Each trial model would be compared with what is currently the best model using the 
mean of all the symbolic distances of the model with all the existing repetitions. If the 
mean of the trial model is less than the mean of the existing model, then the model is 
updated. Evidently, this alternative is not feasible because, apart from producing a 
combinatorial explosion of symbols, there is no way of generating optimal trial solu-
tions to form a trial model. Trial solutions are generated completely at random, and 
better and worse trial models are likely to appear in each algorithm run. 

Then we weighed up the possibility of using the brute-force algorithm with an im-
proved trial model generation mechanism. This mechanism used the SID algorithm to 
find the absolute alignments between the symbolic sequences from which the model 
was to be generated. Our research confirmed that this algorithm was hard to general-
ize for n symbolic sequences and did not assure the correct generation of trial models. 

Finally, GGGP was applied to create reference models. GGGP is an extension  
of genetic programming. Genetic programming (GP) is a means of automatically gen-
erating computer programs by employing operations inspired by biological evolution 
[6]. First, the initial population is generated, and then genetic operators, such as  
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Fig. 8. Genetic Programming Algorithm 

selection, crossover, mutation and replacement, are executed to breed a population of 
trial solutions that improves over time [7].  

In this case, the initial population is composed of a selected set of symbolic se-
quences on which the set of genetic operators should be applied. Fig. 8 shows the ge-
netic algorithm’s steps. As the process advances, the individuals, in this case symbolic 
temporal sequences, are selected, crossed and mutated generation by generation to 
improve a fitness function, applying a generational replacement method. The algo-
rithm ends when the convergence criteria are met. The result is an individual, the best 
individual in the last population, which is the model of the initial population. 

In GP all algorithms start with the random generation of the initial population, 
which is composed of individuals that represent possible solutions to the search prob-
lem at hand. The main disadvantage of this process is that, being completely random, 
it can cause the generation of invalid individuals: sequences that are too large or that 
do not represent possible solutions to the problem. One way to overcome this draw-
back is to keep on generating individuals, discarding the invalid ones, until the initial 
population is complete. However, the computational cost of this approach is ex-
tremely high for problems requiring large population sizes [6]. The goal of grammar-
guided genetic programming is to solve the closure problem [7]. This problem  
involves always generating valid individuals (points or possible solutions that belong 
to the search space), which directly affects the initial population-generating algorithm. 
To solve the closure problem, GGGP employs a context-free grammar (CFG) that es-
tablishes a formal definition of the syntactical restrictions of the problem to be solved 
and its possible solutions. Each of the individuals handled by GGGP is a derivation 
tree that generates and represents a sentence (solution) belonging to the language de-
fined by the CFG [8]. 

In this case, the isokinetics language is defined by the IG (Isokinetics Grammar) 
CFG that uses the ISA alphabet, shown in (3). 

Once the IG grammar had been defined, we went on to determine the fitness func-
tion according to which the individuals of the population were to evolve. After run-
ning several experiments, the chosen fitness function was the mean of an individual’s 
symbolic distances from 80% of its nearest neighbours in the initial population. This 
individual is the reference model that is representative of the initial population. 



42 F. Alonso et al. 

Then we went on to select the best set of genetic operators and convergence criteria 
for the GGGP algorithm to converge as fast as possible. To do this, we had to run ex-
periments on different genetic operators with different convergence criteria to find out 
how the algorithm converged and what percentage of fitness the fitness function 
achieved. 

IG = (∑N, ∑T, Exercise, P) 

∑N = {Exercise, Ext, Flex, Climb, Fall, preAsc, preDesc, prePeak, preTrough,
postAsc, postDesc, postPeak, postTrough, Curvature, Asc, Desc, Peak,
Trough} 

∑T = {Curv–sharp, Curv–flat, Curv–irregular, Asc–sharp, Asc–gentle, Desc–
sharp, Desc–gentle, Peak–big, Peak–small, Trough–big, Trough–small, Tran-
sition} 

 
P = {Exercise → Ext Transition Flex 

Ext → Climb Curvature Fall 
Flex → Climb Curvature Fall 
Climb → presAsc Asc postAsc ⎢preAsc Asc ⎢Asc postAsc ⎢Asc 
Fall → preDesc Desc postDesc ⎢preDesc Desc ⎢Desc postDesc ⎢Desc 
preaAsc → preDesc Desc ⎢prePeak Peak ⎢preTrough Trough ⎢Desc  

⎢Peak ⎢Trough 
preDesc → preAsc Asc ⎢prePeak Peak ⎢preTrough Trough ⎢Asc ⎢Peak 

⎢Trough 
prePeak → preAsc Asc ⎢preDesc Desc ⎢preTrough Trough ⎢Asc ⎢Desc 

⎢Trough 
preTrough → preAsc Asc ⎢preDesc Desc ⎢prePeak Peak ⎢Asc ⎢Desc  

⎢Peak 
postAsc→ Desc postDesc ⎢Peak postPeak ⎢Trough postTrough ⎢Desc 

⎢Peak ⎢Trough 
postDesc →Asc postAsc ⎢Peak postPeak ⎢Trough postTrough ⎢Asc 

⎢Peak ⎢Trough 
postPeak → Asc postAsc ⎢Desc postDesc ⎢Trough postTrough ⎢Asc 

⎢Desc ⎢Trough 
postTrough → Asc postAsc ⎢Desc postDesc ⎢Peak postPeak ⎢Asc 

⎢Desc ⎢Peak 
Curvature → Curv–sharp ⎢ Curv–flat ⎢ Curv–irregular 
Asc → Asc–sharp ⎢ Asc–gentle 
Desc → Desc–sharp ⎢ Desc–gentle 
Peak → Peak–big ⎢ Peak–small 
Trough → Trough–big ⎢ Trough–small} 

(3)

Table 2 shows the relationship of the genetic operators analysed to determine 
which ones will generate valid symbolic models. Any operator should output valid in-
dividuals, that is, individuals that comply with the grammar defined in (3). Therefore,  
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Table 2. Genetic Operators 

Operator  
Type 

Operator 
Name 

Analysis 

Tournament [ 9] 
Roulette [10] 

Scaling [11] 

After analysing the results of the experiments, these selection op-
erators were considered not to be applicable because they have to 
create a huge number of generations to achieve the required con-
vergence of the population. The tournament selection operator is 
the least recommendable in this case, with 500 times more gen-
erations than generational selection operator, if it converges. The 
next least recommendable operator for this domain would be rou-
lette selection, with 21 times more generations, followed by the 
scaling selection operator, which, although it comes fairly close to 
the generational selection operator, will still create 4% more gen-
erations. 

Selection 

Generational [12] 

In this case, instead of being formed at random, the first genera-
tion is composed of the population that is to produce the symbolic 
reference model. Therefore, the generational selection operator is 
the one that behaves best with respect to the number of genera-
tions produced, as the whole population is selected for crossover. 
This way, all the individuals have a chance of passing on their 
genetic load to future offspring. 

Koza [13] 
SCPC [14] 

Fair [15, 16] 

These crossover operators were not applied, because, as they are 
not based on a CFG, they can generate invalid individuals, and 
therefore the resulting symbolic reference model would not be a 
correct reference model. 

Whigham [17] 
Crossover 

GBC [18] 

Both crossover operators output valid individuals, as they comply 
with the CFG defined in the GGGP algorithm. The Whigham 
crossover operator is still now in use, because of its good per-
formance [19, 20, 21]. However, in our experiments, the GBC 
operator has a 3% better convergence rate, as the GBC prevents 
the disproportionate growth of the size of the trees representing 
the individuals and takes advantage of the ambiguous grammar 
property. This property means that there is more than one differ-
ent derivation tree for the same word, the key weakness of the 
Whigham operator [22]. 

Standard [23] 

Mutation 

GBM [18] 

The Standard mutation operator is usually employed by GGGP. It 
substitutes the subtree whose root is the mutation node for another 
subtree whose symbol in the root node coincides with the one in 
the mutation node. This constraint on matching non-terminal 
symbols has a negative impact on the exploration capacity of the 
operator when an ambiguous CFG is used. GBM (Grammar 
Based Mutation) overcomes this weakness. 

Replacement SSGA 

De Jong applied the concept of generational replacement rate with 
the aim of implementing a controlled overlap between parents and 
offspring [12]. In this paper, a proportion ttg of the population is 
selected for crossover. The resulting offspring will replace the 
worst-adapted members of the earlier population. These types of 
genetic algorithms, where only a few individuals are replaced, are 
known as SSGA (steady-state replacement genetic algorithms). 
This is used in the experiments run to replace the individuals of 
previous population. 

 
the only operators that we were unable to apply because they could generate invalid 
individuals were: Koza, SCPC and Fair crossover operators.  

Having eliminated these operators, we went on to experiment with the others to se-
lect the ones that led to the fastest convergence to the best possible model. As a result 
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of the experiments described in Table 2, the best combination of operators was: the 
Generational selection operator, the GBC crossover operator, the GBM mutation op-
erator and the SSGA replacement operator. 

6   Results and Evaluation 

SYRMO was evaluated in a two-stage experimentation process. In the first stage, 500 
experimental reference models were created with the aim of tuning the algorithm pa-
rameters and determining what genetic operators were best, as discussed above. 

The goal of the second stage of experimentation was to evaluate the results of 
SYRMO. To evaluate these results, the numerical method now in use was used to 
generate 20 reference models. The reference models were created from populations of 
football, basketball and handball players. Then SYRMO was used to create the sym-
bolic reference models from the same populations as above. When the expert in isoki-
netics analysed both the symbolic and numerical references models, she found that the 
two were very alike. In most cases, there is a perfect match between the numerical 
and symbolic reference models, as illustrated in Fig. 9. This figure shows a numerical 
reference model, represented by the extension and flexion curve, and the symbolic 
reference model, shown as dashed lines, which is wholly equivalent to the numerical 
reference model. However, some differences, which were, from the viewpoint of the 
isokinetics expert, not significant, were found in 5% of the cases. 
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Fig. 9. Numerical Reference Model versus Symbolic Reference Model 

7   Conclusions 

This paper has presented ongoing work on the development of a comprehensive sys-
tem to deal with isokinetics data, including symbolic data analysis. 

Our earlier experience with numerical methods has been very positive, but experts 
did not have enough confidence in the system, because the information they received 
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did not highlight the relevant aspects of the isokinetics series in a language they found 
easy to understand. This is the reason that led us to introduce symbolic methods, 
which use the same language as our experts. 

This paper has focused on the I4 project’s sKDD subsystem. sKDD transforms the 
original numerical temporal sequences into symbolic sequences, defines a symbolic 
isokinetics distance (SID) that can be used to compare symbolic isokinetics se-
quences, and provides a method, SYRMO, for creating symbolic isokinetics reference 
models using grammar-guided genetic programming. 

The evaluation has shown that the numerical and symbolic reference models gen-
erated from isokinetics tests on top-competition sportsmen and women are, in the ex-
pert’s opinion, similar. In view of these encouraging results, we are continuing our re-
search in the field of symbolic data analysis to build new functionalities into I4 and 
add symbolic injury characterization to the sKDD subsystem. 
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Abstract. Precision agriculture (PA) and information technology (IT)
are closely interwoven. The former usually refers to the application of
nowadays’ technology to agriculture. Due to the use of sensors and GPS
technology, in today’s agriculture many data are collected. Making use
of those data via IT often leads to dramatic improvements in efficiency.
For this purpose, the challenge is to change these raw data into useful
information. In this paper we deal with neural networks and their usage
in mining these data. Our particular focus is whether neural networks
can be used for predicting wheat yield from cheaply-available in-season
data. Once this prediction is possible, the industrial application is quite
straightforward: use data mining with neural networks for, e.g., optimiz-
ing fertilizer usage, in economic or environmental terms.

Keywords: Precision Agriculture, Data Mining, Neural Networks, Pre-
diction.

1 Introduction

Due to the rapidly advancing technology in the last few decades, more and more
of our everyday life has been changed by information technology. Information
access, once cumbersome and slow, has been turned into “information at your
fingertips” at high speed. Technological breakthroughs have been made in in-
dustry and services as well as in agriculture. Mostly due to the increased use
of modern GPS technology and advancing sensor technology in agriculture, the
term precision agriculture has been coined. It can be seen as a major step from
uniform, large-scale cultivation of soil towards small-field, precise planning of,
e.g., fertilizer or pesticide usage. With the ever-increasing amount of sensors and
information about their soil, farmers are not only harvesting, e.g., potatoes or
grain, but also harvesting large amounts of data. These data should be used
for optimization, i.e. to increase efficiency or the field’s yield, in economic or
environmental terms.

Until recently [13], farmers have mostly relied on their long-term experience on
the particular acres. With the mentioned technology advances, cheaper sensors
have eased data acquisition on such a scale that it makes them interesting for the
data mining community. For carrying out an information-based field cultivation,
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the data have to be transformed into utilizable information in terms of manage-
ment recommendations as a first step. This can be done by decision rules, which
incorporate the knowledge about the coherence between sensor data and yield
potential. In addition, these rules should give (economically) optimized recom-
mendations. Since the data consist of simple and often even complete records of
sensor measurements, there are numerous approaches known from data mining
that can be used to deal with these data. One of those approaches are artificial
neural networks [4] that may be used to build a model of the available data and
help to extract the existing pattern. They have been used before in this context,
e.g. in [1], [7] or [12].

The connection between information technology and agriculture is and will
become an even more interesting area of research in the near future. In this
context, IT mostly covers the following three aspects: data collection, analysis
and recommendation [6]. This work is based on a dissertation that deals with
data mining and knowledge discovery in precision agriculture from an agrarian
point of view [15]. This research led to economically optimized decision rules,
but left out some of the details on the used techniques. Since we are dealing
with the above-mentioned data records, the computer science perspective will
be applied. The main research target is whether we can model and optimize the
site-specific data by means of further computational intelligence techniques. We
will therefore deal with data collection and analysis.

The paper is structured as follows: Section 2 will provide the reader with
details on the acquisition of the data and some of the data’s properties. Section 3
will give some background information on neural networks. In Section 4 we will
describe the experimental layout and afterwards, we will evaluate the results
that were obtained. The last section will give a brief conclusion.

2 Data Acquisition

The data available in this work have been obtained in the years 2003 and 2004
on a field near Köthen, north of Halle, Germany. All information available for
this 65-hectare field was interpolated to a grid with 10 by 10 meters grid cell
sizes. Each grid cell represents a record with all available information. During
the growing season of 2004, the field was subdivided into different strips, where
various fertilization strategies were carried out. For an example of various man-
aging strategies, see e.g. [11], which also shows the economic potential of PA
technologies quite clearly. The field grew winter wheat, where nitrogen fertilizer
was distributed over three application times.

Overall, there are seven input attributes – accompanied by the yield in 2004 as
the target attribute. Those attributes will be described in the following. In total,
there are 5241 records, thereof none with missing values and none with outliers.

2.1 Nitrogen Fertilizer – N1, N2, N3

The amount of fertilizer applied to each subfield can be easily measured. It
is applied at three points in time into the vegetation period. Since the site of
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Table 1. Data overview

Attribute min max mean std Description

N1 0 100 57.7 13.5 amount of nitrogen fertilizer applied at the first date

N2 0 100 39.9 16.4 amount of nitrogen fertilizer applied at the second date

N3 0 100 38.5 15.3 amount of nitrogen fertilizer applied at the third date

REIP32 721.1 727.2 725.7 0.64 red edge inflection point vegetation index

REIP49 722.4 729.6 728.1 0.65 red edge inflection point vegetation index

EM38 17.97 86.45 33.82 5.27 electrical conductivity of soil

Yield03 1.19 12.38 6.27 1.48 yield in 2003

Yield04 6.42 11.37 9.14 0.73 yield in 2004

application had also been designed as an experiment for data collection, the
range of N1, N2, and N3 in the data is from 0 to 100 kg

ha , where it is normally
at around 60 kg

ha .

2.2 Vegetation – REIP32, REIP49

The red edge inflection point (REIP) is a first derivative value calculated along
the red edge region of the spectrum, which is situated from 680 to 750nm. Ded-
icated REIP sensors are used in-season to measure the plants’ reflection in this
spectral band. Since the plants’ chlorophyll content is assumed to highly cor-
relate with the nitrogen availability (see, e.g. [10]), the REIP value allows for
deducing the plants’ state of nutrition and thus, the previous crop growth. For
further information on certain types of sensors and a more detailed introduction,
see [15] or [8]. Plants that have less chlorophyll will show a lower REIP value as
the red edge moves toward the blue part of the spectrum. On the other hand,
plants with more chlorophyll will have higher REIP values as the red edge moves
toward the higher wavelengths. For the range of REIP values encountered in the
available data, see Table 1. The numbers in the REIP32 and REIP49 names
refer to the growing stage of winter wheat.

2.3 Electric Conductivity – EM38

A non-invasive method to discover and map a field’s heterogeneity is to measure
the soil’s conductivity. Commercial sensors such as the EM-381 are designed for
agricultural use and can measure small-scale conductivity to a depth of about
1.5 metres. There is no possibility of interpreting these sensor data directly in
terms of its meaningfulness as yield-influencing factor. But in connection with
other site-specific data, as explained in the rest of this section, there could be
coherences. For the range of EM values encountered in the available data, see
Table 1.

1 Trademark of Geonics Ltd, Ontario, Canada.
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Table 2. Overview on available data sets for the three fertilization times (FT)

FT1 Yield03, EM38, N1

FT2 Yield03, EM38, N1, REIP32, N2

FT3 Yield03, EM38, N1, REIP32, N2, REIP49, N3

2.4 Yield 2003/2004

Here, yield is measured in t
ha . In 2003, the range for corn was from 1.19 to 12.38.

In 2004, the range for wheat was from 6.42 to 11.37, with a higher mean and
smaller standard deviation, see Table 1.

2.5 Data Overview

A brief summary of the available data attributes is given in Table 1.

2.6 Points of Interest

From the agricultural perspective, it is interesting to see how much the influen-
cable factor “fertilization” really determines the yield in the current site-year.
Furthermore, there may be additional factors that correlate directly or indirectly
with yield and which can not be discovered using regression or correlation anal-
ysis techniques like PCA. To determine those factors we could establish a model
of the data and try to isolate the impact of single factors. That is, once the cur-
rent year’s yield data can be predicted sufficiently well, we can evaluate single
factors’ impact on the yield.

From the data mining perspective, there are three points in time of fertiliza-
tion, each with different available data on the field. What is to be expected is
that, as more data is available, after each fertilization step the prediction of the
current year’s yield (Yield03) should be more precise. Since the data have been
described in-depth in the preceding sections, Table 2 serves as a short overview
on the three different data sets for the specific fertilization times.

For each data set, the Yield04 attribute is the target variable that is to be pre-
dicted. Once the prediction works sufficiently well and is reliable, the generation
of, e.g., fertilization guidelines can be tackled. Therefore, the following section
deals with an appropriate technique to model the data and ensure prediction
quality.

3 Data Modeling

In the past, numerous techniques from the computational intelligence world have
been tried on data from agriculture. Among those, neural networks have been
quite effective in modeling yield of different crops ([12], [1]). In [14] and [15],
artificial neural networks (ANNs) have been trained to predict wheat yield from
fertilizer and additional sensor input. However, from a computer scientist’s per-
spective, the presented work omits details about the ANN’s internal settings,
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such as network topology and learning rates. In the following, an experimental
layout will be given that aims to determine the optimal parameters for the ANN.

3.1 Neural Networks Basics

The network type which will be optimized here are multi-layer perceptrons
(MLPs) with backpropagation learning. They are generally seen as a practi-
cal vehicle for performing a non-linear input-output mapping [4]. To counter the
issue of overfitting, which leads to perfect performance on training data but poor
performance on test or real data, cross-validation will be applied. As mentioned
in e.g. [5], the data will be split randomly into a training set, a validation set
and a test set. Essentially, the network will be trained on the training set with
the specified parameters. Due to the backpropagation algorithm’s properties, the
error on the training set declines steadily during the training process. However,
to maximize generalization capabilities of the network, the training should be
stopped once the error on the validation set rises [2].

As explained in e.g. [3], advanced techniques like Bayesian regularization [9]
may be used to optimize the network further. However, even with those advanced
optimization techniques, it may be necessary to train the network starting from
different initial conditions to ensure robust network performance. For a more
detailed and formal description of neural networks, we refer to [3] or [4].

3.2 Variable Parameters

For each network there is a large variety of parameters that can be set. However,
one of the most important parameters is the network topology. For the data set
described in Section 2, the MLP structure should certainly have up to seven in-
put neurons and one output neuron for the predicted wheat yield. Since we are
dealing with more than 5000 records, the network will require a certain amount
of network connections to be able to learn the input-output mapping sufficiently
well. Furthermore, it is generally unclear and mostly determined experimentally
how many layers and how many neurons in each layer should be used [2]. There-
fore, this experiment will try to determine those network parameters empirically.
Henceforth, it is assumed that two layers are sufficient to approximate the data
set. This structure is generally assumed to be capable of approximating virtually
any function of interest, provided that sufficiently many hidden connections are
available [5]. To determine the exact number of neurons, a maximum size of 32
neurons in the first and second hidden layer has been chosen – this provides a
maximum of 1024 connections in between the hidden layers, which should be suf-
ficient. The range of the network layers’ sizes will be varied systematically from
2 to 32. The lower bound of two neurons has been chosen since one neuron with
a sigmoidal transfer function does not contribute much to the function approx-
imation capabilities. The upper bound is generally problem-dependent; here, it
was determined by preliminary experiments that showed that the generalization
capabilities are reduced by using more than a certain number of neurons. More-
over, the maximum network size has also been chosen for reasons of computation
time.
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3.3 Fixed Parameters

In preliminary experiments which varied further network parameters systemat-
ically, a learning rate of 0.5 and a minimum gradient of 0.001 have been found
to deliver good approximation results without overfitting the data. All of the
network’s neurons have been set to use the tanh transfer function, the initial
network weights have been chosen randomly from an interval of [−1, 1]. Data
have been normalized to an interval of [0, 1].

3.4 Network Performance

The network performance with the different parameters will be determined by
the mean of the squared errors on the test set since those test data will not be
used for training. Overall, there are three data sets for which a network will be
trained. The network topology is varied from 2 to 32 neurons per layer, leaving
961 networks to be trained and evaluated. The network’s approximation quality
can then be shown on a surface plot.

4 Results and Discussion

To visualize the network performance appropriately, a surface plot has been
chosen. In each of the following figures, the x- and y-axes show the sizes of the
first and second hidden layer, respectively. Figures 1(a), 1(b) and 2(a) show the
mean squared error vs. the different network sizes, for the three fertilization
times (FT), respectively. For the first FT, the mse on average is around 0.3,
at the second FT around 0.25 and at the third FT around 0.2. It had been
expected that the networks’ prediction improves once more data (in terms of
attributes) become available for training. There is, however, no clear tendency
towards better prediction with larger network sizes. Nevertheless, a prediction
accuracy of between 0.44 and 0.55 t

ha (the figures only show the mean squared
error) at an average yield of 9.14 t

ha is a good basis for further developments
with those data and the trained networks.

Furthermore, there are numerous networks with bad prediction capabilities in
the region where the first hidden layer has much fewer neurons than the second
hidden layer. Since we are using feedforward-backpropagation networks without
feedback, this behaviour should also be as expected: the information that leaves
the input layer is highly condensed in the first hidden layer if it has from two
to five neurons – therefore, information is lost. The second hidden layer’s size is
then unable to contribute much to the network’s generalization – the network
error rises.

For the choice of network topology, there is no general answer to be given
using any of the data sets from the different FTs. What can be seen is that the
error surface is quite flat so that a layout with 16 neurons in both hidden layers
should be an acceptable tradeoff between mean squared error and computational
complexity.
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(a) MSE for first data set (b) MSE for second data set

Fig. 1. MSE plots for first and second data set

(a) MSE for third data set (b) MSE difference from first to second
data set

Fig. 2. MSE plot for third data set, MSE difference plot for first data set

(a) MSE difference from second to third
data set

(b) MSE difference from first to third
data set

Fig. 3. MSE difference plots for second and third data set

4.1 Difference Plots

Figures 2(b), 3(a) and 3(b) show the difference between the networks’ mean
squared errors vs. the different network sizes, respectively. Therefore, they il-
lustrate the networks’ performance quite clearly. In the majority of cases, the
networks generated from later data sets, i.e. those with more information, can
predict the target variable better than the networks from the earlier data sets.
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Fig. 4. Comparison of data sets, absolute error vs. trial index

4.2 Comparison of Data Sets FT1, FT2, FT3

In the preceding section we assumed that the networks trained on those data
that were available later into the season perform better than the ones on less,
earlier data. To substantiate this claim we fixed the network structure to the
one that we established earlier: two hidden layers with 16 neurons each and
fully connected. The three data sets FT1, FT2, and FT3 were divided randomly
into training, validation and testing set at a ratio of 0.6/0.2/0.2. The division
and training steps were repeated 250 times and the absolute error was recorded.
Figure 4 shows the error on the different data sets against the trial index. It can
be seen quite clearly that our assumption could be substantiated: the average
error on FT3 is considerably smaller than the one on FT1 or FT2. For FT1,
the mean error is 0.53; for FT2, it is 0.49; and for FT3 it is 0.48. The error’s
standard deviation on all data sets is 0.015.

5 Conclusion

This paper contributes to finding and evaluating models of agricultural yield data.
Starting from a detailed data description, we built three data sets that could be
used for training. In earlier work, neural networks had been used to model the
data. Certain parameters of the ANNs have been evaluated, most important of
which is the network topology itself. We built and evaluated different networks
and substantiated the assumption that the prediction accuracy of the networks
rises once more data become available at later stages into the growing season.

5.1 Future Work

In subsequent work, we will compare ANNs with suitable further techniques
(such as regression or SVMs) to find the best predictor. We will make use of
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those techniques to model site-year data from different years. It will be evalu-
ated whether the data from one year are sufficient to predict subsequent years’
yields. It will also be interesting to study to which extent one field’s results can
be carried over to modeling a different field. The impact of different parameters
during cropping and fertilization on the yield will be evaluated. Finally, control-
lable parameters such as fertilizer input can be optimized, environmentally or
economically.
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Abstract. One of the main goals in prevention of cutaneous melanoma
is early diagnosis and surgical excision. Dermatologists work in order to
define the different skin lesion types based on dermatoscopic features to
improve early detection. We propose a method called SOMEX with the
aim of helping experts to improve the characterization of dermatoscopic
melanoma types. SOMEX combines clustering and generalization to per-
form knowledge discovery. First, SOMEX uses Self-Organizing Maps to
identify groups of similar melanoma. Second, SOMEX builds general
descriptions of clusters applying the anti-unification concept. These de-
scriptions can be interpreted as explanations of groups of melanomas.
Experiments prove that explanations are very useful for experts to re-
consider the characterization of melanoma classes.

Keywords: Melanoma, Skin Tumour, Dermoscopy, Medicine, Knowl-
edge Discovery, Clustering, Self-Organizing Maps, Explanations.

1 Introduction

Early diagnosis and surgical excision are the main goals in the secondary pre-
vention of cutaneous melanoma. Nowadays, the diagnosis of melanoma is based
on the ABCD rule [9] which considers four clinical features commonly observed
in this kind of tumour: asymmetry, border irregularity, colour variegation, and
a diameter larger than 5 mm. Although most of melanomas are correctly diag-
nosed following this rule, a variable proportion of melanomas does not comply
with these criteria. The current procedure when a suspicious skin lesion appears
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is to excise and to analyse it by means of biopsy. Commonly, the result of the
biopsy allows to determine the accurate malignity of the lesion.

Dermoscopy is a non-invasive technique for a more accurate evaluation of skin
lesions introduced by dermatologists two decades ago. Dermoscopy provides the
opportunity to avoid the excision of benign skin lesions. However, dermatolo-
gists need to achieve a good dermatoscopic classification of lesions previously
to extraction [14]. Hofmann-Wellenhof et al [11] suggested a classification of
benign melanocytic lesions. Recently, Argenziano et al [2] hypothesized that
dermoscopic classification may be better than the classical clinico pathological
classification of benign melenocytic lesions (nevi). Currently, there is no der-
moscopic classification of melanoma located in trunk and extremitis. In the era
of genetic profiling, molecular studies including microarrays suggest that there
is more than one type of melanoma in these locations. The aim of the present
work is to help dermatologists in the classification of early melanoma (in situ
melanoma) based on dermoscopy characteristics. For this reason, dermatologists
define several dermatoscopic classes of in situ melanoma based on their dermato-
scopic features. Dermatopathologies also suggest another classification based on
histological features.

The goal of this work is twofold: on one hand we want to confirm that the
dermatoscopic classes are well defined and, on the other hand, we want to relate
these classes to the histological classes of melanomas from the histopathological
analysis of biopsies. The present paper describes a method called SOMEX to help
dermatologists in their research. SOMEX is a combination of two machine learn-
ing approaches: clustering and generalization. In a first step, a Self-Organizing
Map [12] clusters a set of skin lesions in patterns according to their similar char-
acteristics. In a second step, a generalization method based on the notion of
anti-unification [4] is used to explain clustering results. Results should help der-
matologists to discover what fails in defining classes and why lesions that they
consider belong to different classes have been clustered together.

The paper is organized as follows. The next section describes the combina-
tion of clustering and generalization in SOMEX. Section 3 explains briefly the
melanoma domain and it also describes some particular results achieved with
SOMEX application. Section 4 describes some related work. Finally, section 5
summarizes the article with conclusions and future work.

2 SOMEX

Let us suppose the following scenario: there is a set of objects belonging to several
classes and we want to test whether or not these classes are correctly defined.
The first idea is to apply some clustering technique in order to achieve natural
groups of similar objects. By testing these groups taking into account the classes
we can determine their commonalties. This is exactly what SOMEX achieves by
means of generalization of the clusters defined by SOM. Next sections explain
in detail how SOMEX works.
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2.1 Self-organizing Maps

Self-Organizing Map (SOM) [12] is one of the major unsupervised learning parad-
igms in the family of artificial neural networks. It has many important properties
which make it useful for clustering [10]: (1) It preserves the original topology; (2)
It works well even though the original space has a high number of dimensions;
(3) It incorporates the selection feature approach; (4) Although one class has
few examples they are not lost; (5) It provides an easy way to show data; (6)
It is organized in an autonomous way to be better adjusted to data. Moreover,
SOM is a soft-computing technique that allows the management of uncertain,
approximate, partial truth and complex knowledge. These capabilities are useful
in order to manage real domains, which are often complex and uncertain.

Because SOM is a no supervised technique it has to discover by itself which
commonalities, correlations and classes of the objects are. SOM projects the
original space from an input layer of N neurons (many neurons as input data
features) to an output layer of a new space with less dimensions (many neurons
as maximum number of clusters expected) with the aim of identifying groups of
similar elements. Figure 1 shows a typical 2-dimensional grid of M×M neurons,
where each one is represented by a director vector of N dimensions (vm). A
director vector can be described as the expected value for each one of the N
features. Moreover, each input neuron is connected to all the output neurons.
The definition of clusters can be summarized in the next steps:

1. Director vectors of each neuron are randomly initialized.
2. Given a new input example e, the distance between e and each director vector

is computed with the aim of identifying the most suitable neuron where the
e should be mapped. For example, the winner neuron is the one with the
value most similar to 1 if the normalized Euclidean distance (see Eq. 1).

similarity(e, m) = |d(e, vm)| =
∣∣∣∣∣
√∑

n:1..N (e(n)− vm(n))2

N

∣∣∣∣∣ (1)

3. Directors vectors are adjusted. The director vector of the winner neuron is
adjusted for improving the match with new objects similar to the current
one. In contrast, the rest of directors vectors are modified to weakly represent
the current example.

Fig. 1. SOM groups similar elements according to their data features
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4. Steps 2 and 3 are repeated for all training examples until director vectors
are representative enough. Usually their representativeness is determined by
establishing a minimal error value computed as the global sum of distance
between the set of cases of each cluster and its respectively director vector.
Nevertheless, other common criteria is to establish a maximum number of
algorithm iterations.

5. When the training process ends, step 2 is the procedure used to map the
new input example in the most suitable clusters.

The main drawback of the method is the definition of the training parameters.
First aspect is to determine the map size, which is related to the final number of
clusters. Thus, a big size of maps will produce a high number of clusters, where
each cluster will contain few objects. Conversely, small maps will produce few
clusters containing a lot of objects and, consequently director vectors of clusters
will be overgeneralised. A second aspect to take into account is neighbourhood
factor, which is the influence of each cluster over others. The third aspect is
the learning factor, which determines the convergence of algorithm. High values
of this factor could produce a random behaviour of learning procedure and low
values could produce slow ratio of convergence. Finally, the last aspect is the
distance measure used to make comparisons.

To conclude, SOM is a smart technique to identify hidden and complex rela-
tionships between elements and also to identify the most relevant features thanks
to its knowledge discovery and soft-computing capabilities. This is exactly what
experts need: to discover relationships between elements to improve the precision
of the classes proposed by them.

2.2 How to Explain a Cluster

Director vectors can be described as the expected values of each attribute for
belonging to a cluster. However, from the user’s point of view these tuples do
not give an easy intuition of why some objects have been clustered together.
Because of this in [5] we propose to build symbolic explanations of the clusters
with the purpose of justifying why a set of cases have been clustered together
(this is a concept similar to charaterization used in data mining terminology
[16]). Experts found symbolic explanations more understandable than director
vectors since the former are constructed using the same representation language
than they used to describe the domain objects.

Thus, we propose to explain a cluster using a symbolic description that is
a generalization of all objects contained in the cluster. This generalization is
based on the anti-unification concept [4] although with some differences. The
anti-unification (AU) of a set of objects is a description defined as their most
specific generalization. The AU contains attributes shared by the set of objects
and where each attribute takes as value the most specific of all the values holding
in the original set. In this paper we only work with the idea of shared attributes
among a set of objects.

Let Mi be a cluster and let c1, ..., cn be the set of objects that belong to
that cluster after the application of SOM to a set of objects. Each object cj is
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described by a set of attributes A. The explanation Di of why a subset of objects
have been clustered in Mi is built in the following way:

– Di contains attributes which are common to all the objects in Mi. Attributes
with unknown value in some object cj ∈ Mi are not in Di.

– Let ak be an attribute common to all objects in Mi such that ak takes
symbolic values on a set Vk. The attribute ak will not be in Di when the
union of the values that ak takes in Mi is exactly Vk.

– An attribute ai takes in Di the union of all values that ai holds in the objects
in Mi.

Let us illustrate with an example how to build explanations for a cluster.
Let M5 be the cluster formed by the three cases (see Fig. 2). Let D5 be the
explanation of why these cases are clustered (see Fig. 3). An attributes such as
C Max-Diam is not in D5 because it is not common to all cases (i.e., C Max-Diam
is not present in obj-61). In contrast, attributes such as C Sex, D Pseudopigment-
Network or D Peppering are not in D5 because they take all possible values. For
instance, the feature C Sex takes the value M in objects obj-68 and obj-9 and
the value F in obj-61, this means that the value of this attribute is irrelevant to
describe M5.

Summarizing, explanations provide a symbolic description that contains the
commonalties among all objects of a cluster. We chosen to show for each at-
tribute the union of possible values (instead of the average or the mode as is

Fig. 2. Description of three classes included in a cluster, say M5
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Fig. 3. Explanation of why the objects included in cluster M5 (Fig. 2) have been
clustered together

the usual approach) because the expert finds more useful knowing all possible
values. This is the explicit information that an expert extracts from SOMEX;
but, our question would be if there is some implicit information from the ex-
planations. The answer would be affirmative. Two aspects of the explanations
are specially relevant from the point of view of the knowledge discovery: one is
the number of attributes composing explanations and the other is the number
of values that take these attributes. Both aspects give an idea of how similar the
objects contained in a cluster are.

Concerning the number of attributes, explanations with a high number of at-
tributes represent very similar objects whereas explanations with few attributes
mean that these objects have few aspects in common. Nevertheless, the number
of values holding the attributes of an explanation also plays a crucial role. Thus,
the more values an attribute holds the more irrelevant this attribute is. Notice
that the explanation is built using common attributes and taking as values for
these attributes the union of all values hold by the objects of a cluster. Thus,
a common attribute that takes several values, means that has a high variability
and this attribute is probably not too relevant. Conversely, attributes holding
only one value represent aspects of the objects that could be taken as candidates
to characterize a cluster.

In short, clusters explained by means of descriptions composed of a high
number of attributes where each attribute holds one value, can be interpreted as
good clusters in the sense that all the objects included in them are very similar.
On the other hand, if the object class is known two situations can happen: 1) all
objects of the cluster belong to the same class, or 2) objects belong to several
classes. This second situation is the interesting one from the point of view of
knowledge discovery since it means that objects that, in principle, belong to
different classes according to the dermatological point of view are highly similar.
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This should be a starting point from the expert to reconsider the definition of
classes (for instance, by merging classes to which objects belong).

Similarly, clusters explained by means of descriptions with a lot of attributes
holding almost all possible values, can be interpreted as imprecise clusters in the
sense that objects in the cluster have not many similarities. From the knowledge
discovery point of view, this situation is interesting when all objects of such
clusters belong to the same class, since it means that although they have been
classified as belonging to the same class, these objects are not actually similar.

These situations will be illustrated in more detail in the next section where
SOMEX is applied to support dermatologists in the definition and validation of
some classes of malignant skin lesions.

3 Using SOMEX for Knowledge Discovery

Dermatologists take into account dermoscopic aspects of skin lesions with the
aim of determining whether or not it will become a melanoma (malignant skin
lesions) prior to lesion excision. That is why the aim of this work is to support
them to extract melanoma patterns through SOMEX application. First, SOM
clusters together objects (descriptions of skin lesions) that are similar indepen-
dently of the class. So, symbolic explanations show dermatologists the common
features of objects clustered together, allowing them to consider some modifica-
tions in the class definition. This section describes briefly the melanomas domain
and results achieved by SOMEX support.

3.1 Testbed: The Melanomas Domain

A skin lesion can be described from two different aspects: dermoscopic and his-
tologic. Dermoscopic aspects are those obtained using a technique called der-
moscopy. This technique combines an image magnification process for making
bigger the image (i.e. x30) and a system to decrease the reflex ion and the
refraction of the light through polarized light and polarization filters. Thus, der-
moscopy allows to identify global patterns (D Pattern) and local features (at-
tributes inside the rectangle in the right part of Fig. 4), which are used for experts
to suggest a hypothetical diagnosis (D Diagnosis). In contrast, histological as-
pects (attributes inside the rectangle in the middle part of Fig. 4) are obtained
from the analysis of a excised and biopsies of suspicious skin lesion. Moreover,
this clinical practice allows experts to confirm the real diagnosis (H Diagnosis).
Both kind of aspects are summarized in Fig. 4. In addition to these attributes,
the description of a lesion is completed with the clinical profile of the patient
such as for example age and sex among others.

Although the experimental dataset used contains only 75 melanomas, the
small set of examples is considered as a representative sample of the domain
since there is a consensus among several experts around their characterization.
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Fig. 4. Clinical, histological and dermoscopic attributes used to describe a melanoma

With our experiments we want to support dermatologists in finding 1) how
to dermoscopically describe histologic classes, and 2) to test whether or not his-
tologic classes have been correctly defined. The next section describes the con-
ditions under which experiments have been performed and also some interesting
results obtained from SOMEX application.

3.2 Experiments

Since our purpose was to support dermatologists in determining the dermato-
scopic features that describe the histologic classes, we only focused on the clinical
and dermatoscopic attributes (see Fig. 4). We also included the histological class
represented by the H Diagnosis attribute. the attribute which is the histologic
class. Dermatologists defined the following histologic classes: LTG M, LMM,
nonc, PL M, P, P LTG, Mnevus, and SKlMM.

Bearing in mind this information, we performed several SOM configurations
in order to find out interesting results. SOM was tested using several map sizes of
2-dimensions (3×3, 4×4 and 5×5 to analyse several data dispersions), two differ-
ent distance measures (normalized Euclidean distance and normalized Hamming
distance) and 10 random seeds (to minimize the random effects of initialization).
The learning factor, the neighbour factor and maximum iterations were set to
typical values: from 0.6 to 0.01, from M to 1 and 500 iterations by neuron.
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3.3 Discussion of the Results

Independently of the map size and of the distance measure used to build the
clusters, SOMEX results showed that the definition of histological classes should
be adjusted. The reason is that most clusters include objects belonging to several
histologic classes and explanations show that these objects have a lot of common
aspects. This is reflected in the fact that most of explanations are very specific,
i.e. they have a lot of common attributes holding a unique value. Notice that
the more numerous the common features with only one value, the more similar
objects are. Conversely, explanations with features holding more than one value
mean that, although objects are described by similar features, they have a lot
of variability and they are not so similar.

The use of clustering techniques allowed a natural group of similar objects.
Then, as a result of generalizing SOMEX explains why a subset of objects have
been clustered together. Results show that some melanomas that dermatologists
considered as belonging to different classes actually are not so different since
they belong to the same cluster. Moreover, the explanation supports the user in
discovering the common aspects and also characteristics that are different among
objects of a same cluster. In fact, this provides them a clue to reconsider the
definition of histological classes. Prior to SOMEX experiments, dermatologists
had the hypothesis that the pattern (feature D Pattern) of a skin lesion could be
an important aspect to determine the classification of a lesion. As we will detail
later, from SOMEX experiments we point out that the pattern, at least taken it
isolated from other characteristics, is not enough to classify.

A conclusion from the experiments is that criteria used by dermatologists
when defining histologic classes (H Diagnosis) do not take into account all as-
pects describing a melanoma. In fact, clusters almost always contain melanomas
of several histological classes. thus, from the predictivity point of view, clusters
are not appropriate. However, when experts analyze the explanations of clusters
they find them interesting despite their entropy. Experts noted that attributes
shared by melanomas into a cluster usually are those considered as important
for experts (for instance, D dots and globules or D Pigment network). For this
reason we prefer to show the analysis that experts performed of the SOMEX
explanations instead of giving predictivity measures. Moreover, experts used ex-
planations the reconsider the initial descriptions of histological classes.

Experiments produced three types of clusters: 1) clusters with a reasonable
number of objects belonging to different classes, 2) clusters with few objects
belonging all of them to the same class, and 3) clusters with few objects of
several classes. SOMEX results show that there are not clusters with a high
number of objects belonging all of them to the same class nor clusters with few
objects with a general explanation. Let us see some results obtained by SOMEX.

Example 1. Let us suppose the cluster M15 containing 10 objects. The expla-
nation of this cluster can be seen in Fig. 5. Concerning the number of attributes
of the explanation, we see that there is a subset of 15 attributes (from the 28
composing a complete description of an object) shared by all the objects of the
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Fig. 5. Explanations justifying the clusters M15 and M24

cluster. Focusing on values of these common attributes, we seen that most of
them have an unique value, meaning that the explanation is specific enough.

In the explanation of the cluster M15 there are five attributes with more
than one value: C Age, C Max-Diam, C Site, D Pattern and H Diagnosis. Two of
these attributes, C age and C Max-Diam are numerical and currently we cannot
extract any conclusion from them. This is because explanations are not able to
handle with continuous attributes. Dermatologists plan to establish some kind of
discretization to establish ranges of equivalent values for these attributes. Con-
cerning the values of attributes C Site and D Pattern, SOMEX shown that they
hold a lot of values (almost all the possible values in the case of D Pattern). In
particular, the role of a lesion pattern as potential relevant aspect of a melanoma
seems to be compromised according to this cluster explanation.

Finally, an interesting analysis can be carried out from values of H Diagnosis.
This is, in fact, the classification proposed by dermatopathologists; therefore, ac-
cording to their criterion objects of M15 belong to five different classes (LTG M,
nonc, PL M, P LTG and Mnevus). However SOMEX show that these objects
have a high similarity and the explanation suggests to dermatologists a possible
analysis of the relevance of object commonalties so as that they should reconsider
the criteria used to classify objects in different histological classes. An analysis
of the differences among the objects in M15 could also clarify the class definition.
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Fig. 6. Melanoma image for <Obj-11> and <Obj-13> from cluster M15 and M24 re-
spectively. <Obj-11> presents under dermoscopy dots and globules (that are atypical)
characteristic of this cluster of lesions, in the absence of all negative features (values 0
in the definition) and also the presence of typical pigment network and typical vessels
(may be present in this cluster). <Obj-13> presents under dermoscopy only vessels
that are atypical, all other criteria are negative.
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Example 2. The explanation of cluster M24 is composed of three objects with
the same histological class. There are 4 multi-valued attributes: C Age, C Max-
Diam (both numerical), C Site, and D Pattern. Globally this explanation seems
a good partial characterization for the class PL M since a further analysis of the
numerical values could produce a more specific explanation. An important as-
pect to take into account is that the attribute D Pattern has two possible values,
unspecific and reticular. The importance of this fact is that according to SOMEX
results, dermatologists should consider the possibility to reject D Pattern as rel-
evant for classifying a melanoma, since this feature holds different values in
objects of the same histological class. In our current experiments we do not con-
sider neither the relationship among attributes nor the weight of some attributes
in order to bias the clustering. A possibility is that the pattern of a melanoma
could be relevant in relation to the value of any other attribute.

Example 3. The cluster M5 shown in Fig. 2 is an example of a small one with
elements of several histological classes (in fact, each object belongs to a different
class). The explanation of this cluster is shown in Fig. 3. This explanation is
specific since it is composed by 17 common attributes and all of them except
4 hold an unique value. Notice that as in previous examples, attributes with
multiple values are C Age, C Site, D Pattern and H Diagnosis. Once again the
conclusion should be to reconsider the definition of histological classes and to
analyse the relevance of attributes that dermatopathologists used to define them.

An important point from the application of SOMEX is that symbolic explana-
tions obtained from clusters give to dermatopathologists descriptions of groups
of melanomas that they commonly recognize as different. For instance, the ex-
planation for cluster M15 (see Fig. 6) describes lesions that under dermoscopy
presents both dots and globules and typical pigment network (notice that all
other features have as value 0, meaning absence). This description is clearly rec-
ognized from the dermatological point of view since they provided us the picture
shown in Fig. 5 left, that corresponds to a lesion belonging to cluster M15 (in
particular, it is the object <Obj-11>. Similarly, the explanation of cluster M24

describes lesions, completely different that those of cluster M15. In particular,
lesions in cluster M24 have as unique feature the presence of typical vessels,
dermatologists recognized lesions such as the shown in Fig. 5 right (corresponds
to <Obj-13>) of cluster M24). Summarizing, SOMEX provides a natural clus-
tering of objects and the use of symbolic explanations supports dermatologists
in analysing the correctness of the clusters and also in redefining some of the
histological classes they propose.

4 Related Work

Clustering techniques are a smart way to extract relationships from huge data
amounts. Consequently, this useful property has been widely used in medical
domains such as the one in which this work contextualizes.
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The types of work mainly depend on the data topology and the usage of ex-
tracted relations from analysis. There are melanoma studies focused in the identi-
fication of relationships between malignant melanoma and familiar or hereditary
tumours (i.e. breast cancer, ovarian cancer, colon cancer, pancreatic cancer) such
as in [15]. On the other hand, others works analyse thousands of genes with the
aim of extracting the ’guilty’ genes [6, 7] related to the cancer. Anyway, both
approaches help experts to be aware and detect melanoma formation in early
stages. The main difference between our work and others is that we use SOMEX
to help experts to improve their melanoma definition and classification. Thus,
their precision in the diagnosis can be improved.

The idea of using symbolic descriptions for characterizing clusters can be in-
terpreted as a memory organization. In this sense, our approach is similar to
Perner’s [13] and Abidi’s [1] works. Perner proposes to organize the cases follow-
ing a hierarchy similar to a decision tree where each node ci is described by a
symbolic description (prototype). Each symbolic description subsumes descrip-
tions of all nodes included in the subtree rooted by ci until reach the leaves that
contain the individual cases. Somehow, nodes of that hierarchy could be inter-
preted as explanations, i.e. why a subset of domain objects (cases) have been
grouped under a node. This work relies on the context of case-based reasoning
where the main aim is to classify a new problem, therefore prototypes are used
to select a subset of cases to solve a new problem. In previous works such as
[8], we also proposed the use of explanations during the retrieval phase of the
case-based reasoning, nevertheless in SOMEX the use of explanations is differ-
ent. SOMEX does not take into account the class of cases, since we assume that
these classes could no be accurately defined.

The procedure proposed by Abidi et al [1] is similar to SOMEX because they
produce rules that describe objects included in a cluster without using the class
information. Firstly, domain objects are clustered according to their similarity,
secondly continuous values are discretized, and finally they use rough sets to
generate symbolic rules for each cluster. In fact, the explanation generated by
SOMEX could also be interpreted as a domain rule (as we suggested in [3]).

The basic difference among SOMEX and the works above is the use of ex-
planations. Perner uses symbolic descriptions to organize the memory of cases
with the purpose of achieving a more efficient retrieval. Abidi et al. propose a
procedure to obtain symbolic rules from clusters. In SOMEX, explanations are
used as a basis for knowledge discovery since they support experts in compar-
ing the classification of cases they proposed with explanations of clusters, where
cases have been grouped without taking into account the class information. The
analysis of this informations gives to experts some clues for redefining the classes.

5 Conclusions and Further Work

On this paper we propose the use of SOMEX, a combination of clustering
and generalizations, to support dermatologists in discovering knowledge about
melanomas. The purpose of dermatologists was to define several classes of
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melanomas and finding dermatoscopic features characterizing these classes.
SOMEX supported dermatologists in focusing on groups of similar objects and
commonalties among them. In particular, they can analyse the entropy of clus-
ters, i.e. why melanomas that they consider as belonging to different histological
classes are actually so similar. Dermatologists can also analyse the relevance of
attributes for classification. A particular example is the melanoma pattern, con-
sidered as a relevant aspect prior to SOMEX application and that results proved
that taken in isolation is not a good classifier.

As future work we plan to modify some parameters of the clustering in two
ways. Firstly we want to confirm the relevance of pattern and we plan to weight
some of these features in order to highlight the relationship of this feature with
others. A second kind of experiments could be focused on enforcing the number
of clusters and experimentally determining the best group of melanomas in order
to empirically define their histological classes. Finally, from the point of view of
the explanations, we could analyse relations between them.
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Abstract. We present a fast and robust algorithm for image segmen-
tation problems via Fuzzy C-Means (FCM) clustering model. Our ap-
proach is based on DC (Difference of Convex functions) programming
and DCA (DC Algorithms) that have been successfully applied in a lot
of various fields of Applied Sciences, including Machine Learning. In an
elegant way, the FCM model is reformulated as a DC program for which
a very simple DCA scheme is investigated. For accelerating the DCA, an
alternative FCM-DCA procedure is developed. Moreover, in the case of
noisy images, we propose a new model that incorporates spatial informa-
tion into the membership function for clustering. Experimental results
on noisy images have illustrated the effectiveness of the proposed algo-
rithm and its superiority with respect to the standard FCM algorithm
in both running-time and quality of solutions.

Keywords: Image Segmentation, Fuzzy C-Means, DC programming,
DCA.

1 Introduction

Image segmentation plays an important role in a variety of application such as
robot vision, object recognition and medical imaging [3,17]. Segmentation of the
medical images is a primary step in most applications of computer vision to
image analysis. Classically, image segmentation is defined as the partitioning of
an image into non-overlapped, consistent regions which are homogeneous with
respect to some characteristics such as gray value or texture.

There are a lot of algorithms developed for image segmentation problem which
can be classified as four categories [20]: the classical methods such as threshold-
ing, region growing, edge based technique; the statistical methods such as the
maximum-likelihood-classifier (MLC); the neural networks methods; the fuzzy
clustering methods.
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This work is included in the last category: it concerns with a novel fuzzy
clustering method for the segmentation of images with noise.

Fuzzy C-Means (FCM) clustering is undoubtedly a most widely used fuzzy
clustering method. It was originally introduced by Bezdek in 1981 [2] as an ex-
tension to Dunn’s algorithm [5]. FCM algorithm is one of the most powerful
methods for image segmentation, and its success chiefly attributes to the intro-
duction of fuzziness for the belongingness of each image pixels [2,6]. An image
can be represented in various feature spaces, and the FCM algorithm classifies
the image by grouping similar data points in the feature space into clusters. This
clustering is achieved by iteratively minimizing a cost function that is dependent
on the distance of the pixels to the cluster centers in the feature domain.

Let X := {x1, x2, .., xn} denotes an image with n pixels to be partitioned into
c (2 ≤ c ≤ n) homogeneous clusters C1, C2, .., Cc where xk ∈ R

d (k = 1, .., n)
represents multispectral (features) data. In an MRI image xk ∈ R (d = 1)
corresponds to the intensity of value of the pixel while in an colour image each
pixel can be represented by, for example, the values of tree colours: red, green
and blue (d = 3). Consider the matrix U = (ui,k)c×n called the fuzzy partition
matrix in which each element ui,k indicates the membership degree of each pixel
xk in the cluster Ci (the probability that a pixel xk belongs to the cluster Ci).
The FCM technique is based on optimizing the objective function

Jm(U, V ) =
n∑

k=1

c∑
i=1

um
i,k||xk − vi||2, (1)

where ‖.‖ is, in this whole paper, the Euclidean norm in the corresponding space,
and V is the (c× d) - matrix whose the ith row is vi ∈ R

d, the centre of cluster
Ci. The parameter m ≥ 1 is called the fuzziness index of membership of each
datum. The mathematical model of FCM is given by⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

min Jm(U, V ) :=
n∑

k=1

c∑
i=1

um
i,k||xk − vi||2

s.t ui,k ∈ [0, 1] for i = 1, .., c k = 1, .., n
c∑

i=1

ui,k = 1, k = 1, .., n

. (2)

One disadvantage of the standard FCM is that it does not consider any spatial
information in image segmentation, this makes the algorithm very sensitive to
noise and other imaging artifacts. In fact, the spatial relationship of neighboring
pixels is an important characteristic that can be of great aid in imaging segmen-
tation, because the pixels on an image are highly correlated, i.e. the pixels in
the immediate neighborhood possess nearly the same feature data and, by the
way, the probability that they belong to the same partition is great. Recently,
many researchers have incorporated the local spatial information into the con-
ventional FCM algorithm to improve the performance of image segmentation
(see e.g. [1,4,16,17,25]).
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The purpose of our work is twofold. Firstly we develop a fast and robust clus-
tering algorithm via FCM model for image segmentation. The clustering model
in image segmentation is, in general, a very large dimension problem for which
the research of efficient methods is still current. Secondly, for the segmentation
of noisy images, we consider an adaptive FCM model (called Spatial FCM) that
incorporates the spatial information into the membership function for clustering.

Our optimization approach is based on DC (Difference of Convex functions)
programming and DCA (DC Algorithms) that were introduced by Pham Dinh
Tao in their preliminary form in 1985. They have been extensively developed
since 1994 by Le Thi Hoai An and Pham Dinh Tao (see [8,9,10,18,19] and
references therein) and become now classic and more and more popular (see
e.g. [13,14,15,21,22,24]). DCA has been successfully applied to many large-scale
(smooth or nonsmooth) nonconvex programs in various domains of applied sci-
ences [9,10], in particular in Machine Learning [11,12,13,15,21,24]. In this work,
we reformulate, in an elegant way the nonconvex Spatial FCM model in the
form of a nice DC program for which the resulting DCA is explicitly described
via a very simple formula. For computing a good initial point and accelerating
the convergence of DCA we propose an alternative FCM-DCA procedure that
combines the DCA with the classical FCM algorithm. Experimental results on
several images with noise have illustrated the effectiveness of the proposed algo-
rithm and its superiority with respect to the standard FCM algorithm in both
running-time and quality of solutions. Moreover, with the model Spatial FCM,
our algorithm greatly reduce the effect of noise and biases the algorithm toward
homogeneous clustering.

The rest of the paper is organized as follows. In Section 2, we present the adap-
tive Spatial FCM model for noisy image segmentation. The new fuzzy clustering
method based on DC programming and DCA is developed in Section 3 while
the acceleration of DCA by an alternative FCM-DCA procedure is presented in
Section 4. Finally, numerical experiments on the noisy images are reported in
Section 5.

2 Spatial FCM Model

In the image segmentation by the standard FCM model, each pixel xk ∈ R
d

represents the multispectral (features) data. However, as mentioned before, one
of the important characteristics of an image is that neighboring pixels possess
similar feature values, therefore the spatial relationship is interesting for image
segmentation by clustering. The spatial information is the relation between the
pixel and its neighborhoods. There are different ways to incorporate the neigh-
boring information. In this work, we consider the spatial information of xk as
the average value of its neighborhoods 3× 3, and each data point xk in (2) has
now two groups of values: the values of the pixel and the average values of its
neighborhoods 3× 3.

Let Nk be the neighborhoods 3× 3 of the pixel xk, the data input xk in our
spatial FCM model are xk = (xk1, xk2) where xk1 represents the values of the
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kth pixel in the image and xk2 = (xk1 +
∑

i∈Nk

xi1)/9. In this case, the number of

variable U is not changed and V becomes a c × 2d matrix whose the ith row is
vi ∈ R

2d, the centre of cluster Ci.
The Spatial FCM model in our approach is nothing else but the classical FCM

(2) in which xk ∈ R
d is replaced by xk = (xk1, xk2) ∈ R

2d. Hence any algorithm
for the classical FCM (2) can be applied to the Spatial FCM model. From nu-
merical points of view the Spatial FCM problem is more difficult, because the
number of variables with respected to V is doubled.

3 The Fuzzy C-Means Algorithm Based on DC
Programming and DCA

In the sequence we consider the general model of the form (2) in which xk ∈ R
p.

The Spatial FCM model (resp. classical FCM) corresponds to the case of p = 2d
(resp. p = d). We propose instead to optimize nonconvex problems (2) using the
DC optimization Algorithm DCA.

3.1 DC Programming and DCA

DC Programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They address the problem of min-
imizing a function f which is difference of convex functions on the whole space
IRp or on a convex set C ⊂ IRp. Generally speaking, a DC program takes the
form

α = inf{f(x) := g(x)− h(x) : x ∈ IRp} (Pdc) (3)

where g, h are lower semicontinuous proper convex functions on IRp. Such a
function f is called DC function, and g− h, DC decomposition of f while g and
h are DC components of f.The convex constraint x ∈ C can be incorporated in
the objective function of (Pdc) by using the indicator function on C denoted χC

which is defined by χC(x) = 0 if x ∈ C, +∞ otherwise. Let

g∗(y) := sup{〈x, y〉 − g(x) : x ∈ IRp}

be the conjugate function of g where 〈.〉 denotes a scalar product. Then, the
following program is called the dual program of (Pdc):

αD = inf{h∗(y)− g∗(y) : y ∈ IRp}. (Ddc) (4)

One can prove that α = αD, and there is the perfect symmetry between primal
and dual DC programs: the dual to (Ddc) is exactly (Pdc).

For a convex function θ, the subdifferential of θ at x0 ∈ dom θ := {x ∈ IRp :
θ(x) < +∞}, denoted ∂θ(x0), is defined by

∂θ(x0) := {y ∈ IRn : θ(x) ≥ θ(x0) + 〈x− x0, y〉, ∀x ∈ IRp}. (5)
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The subdifferential ∂θ(x0) generalizes the derivative in the sense that θ is dif-
ferentiable at x0 if and only if ∂θ(x0) ≡ {θ′(x0)}.

The idea of DCA is quite simple: each iteration of DCA approximates the
concave part −h by one of its affine majorization defined by yk ∈ ∂h(xk) and
minimizes the resulting convex function (i.e., computing xk+1 ∈ ∂g∗(yk)).

DCA Scheme

INPUT

– Let x0 ∈ IRp be a best guest, 0 ← k.

REPEAT

– Calculate yk ∈ ∂h(xk).
– Calculate

xk+1 ∈ argmin
{
g(x)− h(xk)− 〈x− xk, yk〉 s.t.x ∈ IRp

}
. (Pk)

– k + 1 ← k.

UNTIL{convergence of xk.}

Convergence properties of DCA and its theoretical basis can be found in
[8,10,18,19]. It is important to mention that

– DCA is a descent method (the sequences {g(xk) − h(xk)} and {h∗(yk) −
g∗(yk)} are decreasing) without linesearch;

– If the optimal value α of problem (Pdc) is finite and the infinite sequences
{xk} and {yk} are bounded then every limit point x∗ (resp. ỹ) of the sequence
{xk} (resp. {yk}) is a critical point of g − h (resp. h∗ − g∗), i.e. ∂h(x∗) ∩
∂g(x∗) �= ∅ (resp. ∂h∗(y∗) ∩ ∂g∗(y∗) �= ∅).

– DCA has a linear convergence for general DC programs.

It is interesting to note that [8,10,18,19] DCA works with the convex DC com-
ponents g and h but not the DC function f itself. Moreover, a DC function f has
infinitely many DC decompositions which have crucial impacts on the qualities
(speed of convergence, robustness, efficiency, globality of computed solutions,...)
of DCA.

We remark that the convex concave procedure (CCCP) for constructing dis-
crete time dynamical systems mentioned in [23] is nothing else but a special
case of DCA. In the last five years DCA has been successfully applied in several
works in Machine Learning for SVM-based Feature Selection [15], for improving
boosting algorithms [7], for implementing-learning [13,14,22], for Transductive
SVMs [21] and for unsupervised clustering [11,12].
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3.2 A Nice DC Reformulation of FCM Model

In the problem (2) the variable U is a priori bounded. One can also bound
the variable V . Indeed, the first order necessary optimality conditions in (U, V )
imply that ∇V Jm(U, V ) = 0, i.e.,

∂viJm(U, V ) =
n∑

k=1

um
i,k2(vi − xk), ∀i = 1, .., c,∀k = 1, .., n

or vi

n∑
k=1

um
i,k =

n∑
k=1

um
i,kxk.

On the other hand, the nonemptiness of all clusters imposes that
n∑

k=1

um
i,k > 0,

for i = 1, .., c. Hence

‖vi‖2 ≤
(

n∑
k=1

um
i,k‖xk‖)2

(
n∑

k=1

um
i,k)2

≤
n∑

k=1

‖xk‖2 := r2.

We introduce below a nice DC reformulation of the problem (2) for which the
DCA resulting is explicitly determined via a very simple formula.

Let us consider now the new variables ti,k such that ui,k = t2i,k.The constraint
c∑

i=1

ui,k = 1 becomes

c∑
i=1

t2i,k = 1 or ‖tk‖2 = 1 with tk ∈ IRc.

Let Sk (resp. Ri ) be the Euclidean sphere (resp. ball) centered at the origin and
of radius 1 (resp. r) in IRc (resp. IRp). We can reformulate the problem (2) as:⎧⎨⎩min J2m(T, V ) :=

n∑
k=1

c∑
i=1

t2m
i,k ||xk − vi||2

s.t T ∈ S := Πn
k=1 Sk, V ∈ C := Πc

i=1Ri

. (6)

For finding a DC decomposition of the objective function of (6) we express it
in the form

J2m(T, V ) = ρ
2 (‖T ‖2 + ‖V ‖2)
− [ρ

2‖(T, V )‖2 − J2m(T, V )
]

and then for all (T, V ) ∈ S × C we have

J2m(T, V ) =
ρ

2
n +

ρ

2
‖V ‖2 −H(T, V )

with
H(T, V ) := ρ

2‖(T, V )‖2 − J2m(T, V ). (7)

In the Proposition below we will give the conditions which ensure the convexity
of the function H .
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Proposition 1. Let B := Πn
k=1 Bk, where Bk is the ball of centre 0 and radius

1 in IRc. The function H(T, V ) is convex on B × C for all values of ρ such that

ρ ≥ m

n
(2m− 1)α2 + 1 +

√[m

n
(2m− 1)α2 + 1

]2
+

16
n

m2α2, (8)

where
α = r + max

1≤k≤n
‖xk‖ . (9)

Proof. first, we note that ρ > 0 because m ≥ 1.
Since

H(T, V ) =
n∑

k=1

c∑
i=1

[ρ

2
t2i,k +

ρ

2n
‖vi‖2 − t2m

i,k ‖xk − vi‖2
]
,

H is convex when all the functions

hi,k(ti,k, vi) :=
ρ

2
t2i,k +

ρ

2n
‖vi‖2 − t2m

i,k ‖xk − vi‖2

are convex for i = 1, .., c , k = 1, .., n.
Consider the next function :

f : IR× IR → IR
f(x, y) = ρ

2x2 + ρ
2ny2 − x2my2 . (10)

The Hessian of f is given by:

Jf (x, y) =
(

ρ− 2m(2m− 1)y2x2m−2 −4mx2m−1y
−4mx2m−1y ρ

n − 2x2m

)
. (11)

For all (x, y) : 0 ≤ x ≤ 1; ‖y‖ ≤ α, we have: (| Jf (x, y) | is the determinant of
Jf (x, y))

| Jf (x, y) |= (
ρ− 2m(2m− 1)y2x2m−2

)
(
ρ

n
− 2x2m)− 16m2x4m−2y2

≥ 1
n

ρ2 −
[
2
m

n
(2m− 1)y2x2m−2 + 2x2m

]
ρ− 16m2x4m−2y2

≥ 1
n

ρ2 − 2
(m

n
(2m− 1)α2 + 1

)
ρ− 16m2α2.

Consequently, with ρ and α defined in (8) and (9) respectively, we have | Jf (x, y) |
≥ 0, for all (x, y) ∈ IR2 such that 0 ≤ x ≤ 1, | y |≤ α.

Hence, the function f is convex on [0, 1]× [−α, α]. Therefore, the functions

θi,k(ti,k, vi) :=
ρ

2
t2i,k +

ρ

2n
‖xk − vi‖2 − t2m

i,k ‖xk − vi‖2

are convex on {0 ≤ ti,k ≤ 1, ‖vi‖ ≤ r}.
Likewise, the function hi,k is convex, because

hi,k(ti,k, vi) = θi,k(ti,k, vi) +
ρ

n
〈xk, vi〉 − ρ

2n
‖xk‖2 .

Finally the function H(T, V ) is convex on B × C with ρ defined in (8) and α
given in (9).
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In the sequel we will work with these values of ρ and α.
It is clear that for all T ∈ B and a given matrix V ∈ C, the function J2m(T, V )

is concave in variable T (since H(T, V ) is convex). Hence S contains minimizers
of J2m(T, V ) on B, i.e.,

min
{ρ

2
‖V ‖2 −H(T, V ) : (T, V ) ∈ B × C

}
= min

{ρ

2
‖V ‖2 −H(T, V ) : (T, V ) ∈ S × C

}
.

The problem (6) can be now reformulated as

min
{ρ

2
‖V ‖2 −H(T, V ) : (T, V ) ∈ B × C

}
,

or again

min
{

χB×C(T, V ) + ρ
2 ‖V ‖2 −H(T, V )

s.t. (T, V ) ∈ IRc×n × IRc×p.
(12)

This is a DC program with the following DC decomposition:

χB×C(T, V ) +
ρ

2
‖V ‖2 −H(T, V ) := G(T, V )−H(T, V ),

where G(T, V ) := χB×C(T, V ) + ρ
2 ‖V ‖2 is evidently convex function, due to the

convexity of B and C.

3.3 Solving (12) by DCA

According to the above description of DCA, solving FCM via the DC formulation
(12) by DCA consists in the construction of two sequences (Y l, Zl) ∈ ∂H (T l, V l)
and

(T l+1, V l+1) ∈ argmin
{

ρ
2 ‖V ‖2 − 〈(T, V ), (Y l, Zl)〉
s.t. (T, V ) ∈ B × C.

(13)

The function H is differentiable and its gradient at the point (T l, V l) is given
by:

∇H(T l, V l) = ρ(T l, V l)−
(2mt2m−1

i,k ‖xk − vi‖2, 2
n∑

k=1

(vi − xk)t2m
i,k ). (14)

The solution of Problem (13) is explicitly computed as (Proj denotes the pro-
jection)

T l+1 = Pr ojB(Y l), V l+1 = Pr ojC(
1
ρ
Z l)

More precisely:

V l+1
i,. =

⎧⎨⎩
(Zl)i,.

ρ if ‖(Z l)i,.‖ ≤ ρr
(Zl)i,.r
‖(Zl)i,.‖ otherwise

, i = 1, .., c, (15)
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T l+1
.,k =

{
Y l

.,k if ‖Y l
.,k‖ ≤ 1

(Y l).,k

‖(Y l).,k‖ otherwise
, k = 1, .., n. (16)

where, for a matrix A, Ai,. and A.,k denote its ith row and kth column respec-
tively.

Algorithm 1. DCA applied to (12)

INPUT

– T 0 ∈ IRc×n and V 0 ∈ IRc×p.
– l = 0. Let ε > 0 be sufficiently small number.

REPEAT

– Calculate (Y l, Zl) = ∇H(T l, V l) via (14);
– Calculate (T l+1, V l+1) via (15) and (16);
– l + 1 ← l.

UNTIL{‖(T l+1, V l+1)− (T l, V l)‖ ≤ ε(‖(T l+1, V l+1)‖)}

Segmentation: Let (T ∗, V ∗) be the solution calculated by DCA and ui,k = t∗2i,k.
The point xk belongs to the class Ci if uik = max

j=1..c
uj,k.

4 Accelerating DCA by an Alternative FCM-DCA
Procedure

Finding a good starting point plays a crucial role in the solution of DC pro-
grams by DCA. The research of such a point depends on the structure of the
problem being considered and can be done by, for example, a heuristic proce-
dure. Generally speaking a good starting point for DCA must not be a local
minimizer, because DCA is stationary from such a point. Moreover, we observe
that from any non local minimizer, the objective function is decreasing rapidly
during some first iterations of DCA. We have the same remark for the classical
FCM algorithm. That is why we propose an alternative FCM-DCA procedure
for Problem (12) called Algorithm 2.

Algorithm 2. Combined FCM-DCA algorithm

INPUT

– Let U0 and V 0 be the membership and the cluster centers randomly gener-
ated.

– Set l = 0. Let ε > 0 be sufficiently small number.

REPEAT
i. One iteration of FCM:
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– Compute the cluster centers V l via

vi =
n∑

k=1

um
ikxk/

n∑
k=1

um
ik ∀i = 1, .., c. (17)

– Compute the membership U l via

uik =

⎡⎣ c∑
j=1

‖xk − vi‖2/(m−1)

‖xk − vj‖2/(m−1)

⎤⎦−1

. (18)

– Set tik =
√

uik, ∀i = 1, .., c and ∀k = 1, .., n.

ii. One iteration of DCA:

– Calculate (Y l, Zl) = ∇H(T l, V l) via (14);
– Calculate (T l+1, V l+1) via (15) and (16);
– l + 1 ← l

UNTIL{‖(T l+1, V l+1)− (T l, V l)‖ ≤ ε(‖(T l+1, V l+1)‖)}.

If we use the combined FCM-DCA Algorithm until its convergence, the ef-
ficiency of DCA may not be well exploited. An efficient algorithm based on
DCA may be a two phase DCA algorithm in which the Phase 1 deals with some
iterations of the combined FCM-DCA Algorithm and the phase 2 consists of ap-
plying DCA from the point given by Phase 1. The algorithm can be summarized
as Algorithm 3.

Algorithm 3. The two phase algorithm

INPUT

– Let U0 and V 0 be the membership and the cluster centers randomly gener-
ated.

– Set l = 0. Let ε > 0 be sufficiently small number.

PHASE 1:

– Perform q iterations of Algorithm 2 for obtaining (T q+1, V q+1).
– Update (T 0, V 0) ← (T q+1, V q+1)

PHASE 2:

– Apply Algorithm 1 from the initial point (T 0, V 0) until the convergence.
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5 Implementations and Results

The algorithms are coded in C++ and run on PC Pentium[R] 4 CPU 3.00GHz
1.00Go RAM. For testing the efficiency of the proposed method, we first use an
original image of multiple regions where the gray level inside each region varies
within certain limits. We add then, in the same image, Gaussian noise with
different signals to noise ratio and obtain the noisy image. We have tested the
four algorithms: the classical FCM algorithm, and our Algorithms 2, 3 on four
images among them two MRI images. The computational results ares reported
in the figures below. In these figures

– (a) (resp. (b)) corresponds to the original image without (resp. with) noise;
– (c) (resp. (d)) represents the resulting image given by FCM Algorithm with-

out (resp. with) spatial information.
– (e) represents the resulting image given by Algorithm 2 without spatial

information
– (f) (resp. (g)) represents the resulting image given by Algorithm 3 without

(resp. with) spatial information.

In Table 1 we report the comparative computational results of FCM Algorithm
and our Algorithms 2 and 3 tested on 10 images. We use the following nota-
tions: Size: size of each image; c: the number of clusters of image; NoF : the num-
ber iteration of FCM Algorithm; NoI: the number iteration of Algorithm 2;
q: the number of iterations of FCM-DCA in phase 1 in Algorithm 3; NoD: the
number of iterations of DCA in phase 2 of Algorithm 3; T ime: the CPU of
each algorithm in seconds.

Table 1. Computation time of FCM Algorithm and Algorithm 2, 3

Data FCM Algorithm 2 Algorithm 3
N◦ Size c NoF Time NoI Time q NoD Time
1 1282 2 24 1.453 16 1.312 12 10 1.219
2 1282 2 17 1.003 12 0.985 10 2 0.765
3 2562 3 36 15.340 24 13.297 20 2 10.176
4 2562 3 75 31.281 57 30.843 30 12 26.915
5 2562 3 39 15.750 27 14.687 20 14 13.125
6 2562 5 91 84.969 75 86.969 40 78 61.500
7 2562 3 73 31.094 62 34.286 15 21 24.188
8 2562 3 78 34.512 52 32.162 20 13 29.182
9 5122 3 49 92.076 41 102.589 30 46 74.586
10 5122 5 246 915.095 196 897.043 120 86 691.854
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Fig. 1. The original noisy image and the results of segmentation (c=3)

Fig. 2. The medical noisy image and the results of segmentation (c=3)

Comments. From the experimental results we see that:

– Unlike FCM algorithm, our Algorithm 2, 3 without spatial information
can overcome the noisy image segmentation in some cases.

– Algorithm 3 with spatial information works well on all noisy images - it
can segment the target from the noisy background more effectively.

– Algorithm 3 is faster than FCM Algorithm, because the computation of
the projections of points on Euclidean balls are explicit.
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Fig. 3. The medical noisy image and the results of segmentation (c=3)

Fig. 4. The Blume noisy image and the results of segmentation (c=5)

Conclusion. We have proposed an efficient approach for the image segmentation
based on Fuzzy C-Means clustering model via DCA. The FCM model is before-
hand reformulated, in an elegant way, as a DC program so that the resulting
DCA is very simple and fast. The alternative FCM-DCA procedure is efficient
for finding a good initial point of DCA and for accelerating its convergence. The
two phase DCA algorithm can then handle large scale clustering problems. On
the other hand, the use of the spatial information for noisy image segmentation
seems to be efficient. Preliminary numerical simulations show that the proposed
algorithms are promising for the noisy image segmentation.
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21. Ronan, C., Fabian, S., Jason, W., Léon, B.: Trading Convexity for Scalability. In:
International Conference on Machine Learning ICML (2006)

22. Shen, X., Tseng, G.C., Zhang, X., Wong, W.H.: On ψ-Learning. Journal of Amer-
ican Statistical Association 98, 724–734 (2003)

23. Yuille, A.L., Rangarajan, A.: The Convex Concave Procedure (CCCP). In: Ad-
vances in Neural Information Processing System, vol. 14, MIT Press, Cambridge
(2002)
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Abstract. A computational framework to support seizure predictions in epilep-
tic patients is presented. It is based on mining and knowledge discovery in Elec-
troencephalogram (EEG) signal. A set of features is extracted and classification 
techniques are then used to eventually derive an alarm signal predicting a com-
ing seizure. The epileptic patient may then take steps in order to prevent acci-
dents and social exposure. 

1   Introduction 

EEG signals have a high content informative potential for brain working conditions. 
Software developments for biomedical signal processing tools offer more and more the 
possibility to focus mainly on features relevant segments for the intended study. The 
free availability of more general and easy-to-use signal processing software for EEG 
data might encourage the wider adoption of more inclusive approaches in order to a 
better extraction of the EEG relevant information. For example the EEGLab [1] or 
Biosig [2] software toolboxes for Matlab are some of these advances, allowing the 
processing of data through a collection of various techniques such as Independent 
Component Analysis (ICA) and spectral analysis as well as data averaging techniques. 

Among the relevant information extracted from EEG analysis one can find several 
abnormalities which can indicate the existence of structural brain anomalies, head in-
jury, haemorrhage or seizure disorders (such as epilepsy). 

Epilepsy is among the most common neurological disorders, and represents tempo-
rary and reversible electric activity in the brain. Epilepsy is characterized by occa-
sional, excessive and disorderly discharging of neurons, which can be detected by 
clinical manifestations, the seizures. This disturbed activity, can cause strange sensa-
tions, emotions, and behaviors or sometimes convulsions, muscle spasms, and loss of 
consciousness. Several researchers consider that the period preceding seizures, the 
pre-ictal period, may present identifiable electrical variations. Patient-specific algo-
rithms based on several mathematical and computational methods have shown a high 
potential for successful development of seizure prediction algorithms. 
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This area of research generally includes the analysis of nonlinear dynamics, wave-
let transform, signal quantification, signal synchronization among others [11] [12] 
[13] [14] [15]. 

This work presents an application under development integrating several method-
ologies and tools in a common platform, in Matlab environment, for seizure predic-
tion studies. The goal of this application is to apply computational approaches such as 
time-frequency analysis and spectral analysis, multidimensional scaling, computa-
tional intelligence techniques, to EEG processing and epileptic seizure prediction. The 
development of such application is the result of the observation of the need to provide 
the research and medical communities with an easy to use general signal processing 
and data mining application, capable of reading the most common data formats and 
with a friendly user interface. 

The basis of the software under development is the integration of free software in a 
common framework in Matlab environment [1] [3] [4][ 16] and the programming of 
several algorithms for classification based on energy concepts, wavelets and nonlinear 
theory. 

2   Overview of the Application 

The source code was developed in Matlab, and is the result of integration of several 
toolboxes (such as Matlab wavelet toolbox, EEGlab, TSTool, VISRED) with some 
specific algorithms developed for seizure prediction (Fig.1). 

 

Fig. 1. Application overview, developed algorithms and data selection on the left, and warnings 
and event panels on the right 
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2.1   Data Structure 

Since EEGlab accepts most of data formats used in clinics, two possibilities are pres-
ently available: .set file (EEGlab dataset) or an ASCII file representing a single chan-
nel (if the selection is ASCII an EEGlab dataset is created, and the file is saved  
according to the user selection). 

Data information – to process the signal, the user has to define two fields: sampling 
rate (Hz) and, if required, normalization around zero, in the interval [-100, 100]. 

Parameter acquisition – Analysis interval represents the time interval between two 
sets of features computations (default value is 5 seconds). In other words, this value 
represents the window shift. The segment length is determined for each method. 

2.2   EEG Signal Analysis- Basic Functions 

Accumulated energy – One of the concepts usually used in the processing of EEG 
signals is the concept of signal energy. Several authors connect energy variations to 
epileptic seizure prediction [5] [6]. 

The algorithm presented consists in the average value of the signal energy during 
the analysis interval. Consists in the determination of average energy of short seg-
ments; the average energy values are determined through a sliding window, overlap-
ping with the previous one to obtain a better resolution. 

Energy variation represents a two windowed algorithm, with the purpose of identi-
fying variations between EEG signal long-term energy and short-term energy [5]. 

Wavelet analysis – presents an algorithm based on the wavelet transform of the 
EEG signal. The signal processing is made using Matlab wavelet toolbox. The user 
has to define the mother wavelet and the decomposition level. The down sample asso-
ciated with each decomposition is surpassed with simple upsampling of the resulting 
feature. 

Wavelet coefficients energy - the coefficients obtained through wavelet decompo-
sition are processed in two separate windows with different lengths. The average en-
ergy of each window is then determined and compared. This is the former energy 
analysis applied to the wavelet coefficients of each decomposition level. 

Nonlinear analysis – calculates two features based on nonlinear concepts: Lyapunov 
exponents and correlation dimension. These features are determined through nearest 
neighbors theory implemented in the toolbox TSTool[3][7].  

2.3   Multidimensional Scaling 

The user interface allows calling VISRED [16] for reduction of the information space 
dimension in order to visualize in a two or three dimensional space. Clustering tech-
niques may then be applied to classify data in the reduced space.  

2.4   Event Details 

The developed toolbox allows the user to compare graphically the time course of  
the selected features. Vertical lines representing events, whose inputs consist in two  
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Fig. 2. Event details panel – position and description of events 

variables, event position (sample number where the event occurs or begins) and the 
event description (brief description of the event, Fig.2). 

2.5   Seizure Warning 

Throughout the algorithms, when the values of the features are above a threshold es-
tablished, the time stamps are added to vectors. These are represented in the listbox in 
the seizure warning panel. The values can be observed in a figure (Fig 3). 

 

Fig. 3. Seizure warning panel – the user can visually identify where the values of the algorithm 
are above the threshold established 

2.6   Saving Data 

The processed data can be saved in two formats, Matlab .mat and in excel .xls file. If 
the user intends to save in a .mat file, a Matlab structure is saved with all the main 
variables processed (data and acquisition times associated with each feature). 

2.7   Data Visualization 

A plot option is associated with all features in analysis. Events can be added to these 
plots in the event panel (Fig. 4). 

In the algorithms, thresholds have been settled to identify abnormal values. When 
the feature values exceed these thresholds, the time stamp is added to vectors that can 
be represented in the panel seizure warning (Fig.5). 
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Fig. 4. Interface example. Blue dotted vertical lines represent events in the plots and on the 
right, event panel (position, description and listbox.) 

 

Fig. 5. Seizure warning plot example – the red circles represent the warning obtained by the 
thresholds settled in each method 

3   Case Study, Freiburg Database 

EEG Signal processing and seizure prediction requires the existence of large publicly 
available datasets from a variety of patients. One of the aspects that are clearly limit-
ing the results in the seizure prediction research is the inability to access epileptic 
EEG signal. 
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The first effort made to collect a large database, sufficient for the appropriate train-
ing and testing of algorithms was made in Freiburg [8]. The results presented used 
data collected from the database of Freiburg Center for Data Analysis and Modeling. 

The epileptic focus in the Freiburg patients, whose EEG recordings were processed, 
was located in neocortical brain structures or in the hippocampus [8]. The intracranial 
recordings were acquired using Neurofile NT digital video system with 128 channels, 
256 Hz sampling rate, and a 16 bit analogue-to-digital converter (table 1). 

Table 1. The Freiburg database [8] 

Patient Id Onset Area # seizure Total data proc-

1 Frontal 1 2 

2 Temporal 3 4 

3 Frontal 4 4 

4 Temporal 3 4 

5 Frontal 4 4 

6 Temporo/Occipital 3 4 

7 Temporal 2 3 

8 Frontal 2 3 

9 Temporo/Occipital 3 4 

10 Temporal 2 3 

11 Parietal 3 4 

12 Temporal 2 3 

13 Temporo/Occipital 2 3 

14 Fronto/Temporal 4 5 

15 Temporal 3 3 

16 Temporal 4 4 

19 Frontal 3 5 

3.1   Results, Algorithms Overview 

In this study, various techniques for EEG processing were developed to confirm the 
presence of quantifiable variations before the onset of epileptic seizures. Methods 
based on various mathematical concepts (energy, wavelet transform and nonlinear 
dynamics), were the foundation of the development of this Matlab toolbox. 

The individual analysis of the extracted features did not present the expected re-
sults. After the analysis of previous investigations and respective results, our conclu-
sions, obtained by approaches based on those investigations, produced inferior results. 

Nevertheless, in several events, undeniable variations occur before seizures, sug-
gesting that these variations could be related to pre-seizure activity. 
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Fig. 6. The software allows to plot the obtained data by the analysis of the energy variation al-
gorithm, the plot clearly demonstrate an energy increase before the seizure onset 

3.2   Energy Analysis 

The windowed average power and accumulated energy were analyzed and plotted for 
the entire data sets. Generally, the computation of windowed energy on intracranial 
EEG recordings did not reveal consistent increases or changes prior to seizures. In 
certain cases and for certain seizures, a distinctive increase of the STE/LTE factor oc-
curred some time before the seizure onset. 

These energy events have already been discussed by several authors [9]. However, 
the most significant increases occurred at or after the onset of seizures. 

3.3   Wavelets Transform Coefficients Analysis 

In general, some frequency bands present variations before seizure onsets; unfortu-
nately, various electrographic events induce the existence of similar variations in  
inter-ictal periods. The existence of these pre-ictal variations, have already been  
described by several authors [10] [11]. 

Hence, the computation of coefficients did not present consistent variations prior to 
seizures; the existence of specific pre-ictal patterns was not proved by the analysis. In 
specific cases and for certain seizures, a distinctive increase of the STE value oc-
curred some time before the seizure onset. 
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Fig. 7. The application under development allows the user to identify the signal segments pre-
senting severe frequency variations through the analysis of the energy of the wavelet coeffi-
cients. The plot presents increasing variations before the seizure onset. 
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Fig. 8. Identifying the signal segments with decreasing nonlinear features 
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The developed tool allows the users to seek frequency variations throughout the 
signal, allowing the correspondence of these variations with pre-selected events and 
warning alarms when these variations exceed a previously settled threshold. 

These variations may be involved in pre-seizure mechanisms; further investiga-
tions are necessary to recognize consistent pattern variations. 

3.4   Nonlinear Dynamics Analysis 

Several authors report evidences for a characteristic pre-seizure state transition and 
seizure predictability identifiable through nonlinear quantification. Two nonlinear pa-
rameters, Lyapunov exponents and correlation dimension, were considered and im-
plemented in the application. 

Some of the processed recordings present a decrease in the complexity of attractors 
of pre-seizure signal segments. 

4   Results and Discussion 

One of the main concerns of this research was to understand the importance the speci-
ficity of each method parameters. The uniqueness of each patient brain activity led us 
to investigate the importance of training each method with signal of each patient, and 
onset area. The evaluation of the results would represent the first key step to guide our 
research. 

Using a univariate analysis approach to process intracranial EEG, for each method 
used (energy variation, wavelet decomposition coefficient energy analysis, Lyapunov 
exponents) patient-specific parameters were calculated. These values were grouped 
by onset area, and the parameters to each group of patient were calculated by the 
mean of each individual in the groups. Finally, the mean values of the parameters 
processed for each patient were calculated to compare the sensitivity with the two 
previous parameters sets. 

The results presented were obtained using a seizure prediction horizon of 15 min-
utes. The following tables show the result of these efforts. 

4.1   Energy Analysis 

As can be observed in Table 2, the best results are obtained using patient-specific pa-
rameters. 

Considerable differences both in sensitivity and false positive rate occur when the 
threshold value is determined by non specific parameters. A decrease in the number 
of correct predictions and an increased number of false positive result from a decrease 
in the specificity of the parameters associated to the method threshold. The results 
confirm the assumption that each patient has specific properties and the methods 
should take these properties into account. 
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Table 2. Energy analysis, prediction statistics comparison between parameteres determined 
according to patient-specific, onset area and total. CP- Correct predictions, FP- False Positives. 

On-
set Area 

Patient Nº 
seizures 

Patient-specific Onset area total 

   CP FP CP FP CP FP 

F pac1 1 1 0 1 2 0 0 

T pac2 3 2 1 0 0 0 0 

F pac3 4 2 1 0 0 0 0 

T/O pac6 3 2 1 2 5 2 6 

T pac7 1 0 1 0 1 0 2 

F pac8 2  2 0 2 0 2 

T/O pac9 3 3 2 0 1 0 1 

T pac10 3 2 2 1 4 1 4 

P pac11 3 2 1 2 0 0 0 

T pac12 2 2 1 2 1 2 1 

T/O pac13 2 1 1 1 2 1 2 

F/T pac14 3 2 1 1 2 1 3 

T pac15 3 2 2 1 0 1 1 

T pac16 3 1 2 1 4 1 5 

F pac19 2 2 1 2 1 0 1 

total  38 24 19 14 25 9 28 

4.2   Wavelet Decomposition Coefficients Energy Analysis 

Similar results were obtained on the method based in the wavelet decomposition coef-
ficients. Significant variations occur, including the decrease of sensitivity and in-
crease in false positives. Table 3 shows the results. 

Table 3. Wavelet decomposition coefficients energy analysis, prediction statistics comparison 
between parameteres determined according to patient-specific, onset area and total. CP- Correct 
predictions, FP- False Positives. 

Onset 

Area 

Patient Number 

seizures 

Patient-specific Onset area total 

   CP FP CP FP CP FP 

F pac1 1 1 0 0 0 0 0 

T pac2 3 1 2 0 0 0 0 

F pac3 4 2 2 2 3 0 0 
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Table 3. (continued) 

T/O pac6 3 1 2 1 4 1 5 

T pac7 1 0 0 0  

F pac8 2 1 1 1 1 0 1 

T/O pac9 3 3 1 2 1 3 2 

T pac10 3 2 3 2 2 2 2 

P pac11 3 0 0 0 0 0 

T pac12 2 1 1 1 1 1 1 

T/O pac13 2 1 1 1 1 1 4 

F/T pac14 3 2 1 1 3 1 3 

T pac15 3 2 2 1 7 1 8 

T pac16 3 3 5 0 0 0 1 

F pac19 2 0 1 2 0 1 

total  38 20 21 13 25 10 28 

Table 4. Nonlinear features analysis, prediction statistics comparison between parameteres 
determined according to patient-specific, onset area and total. ( CP, FP same as before) 

Onset 

Area 

Patient Number 

seizures 

Patient-specific 

   CP FP 

F pac1 1 1 1 

T pac2 3 3 1

F pac3 4 0 0

T/O pac6 3 1 2

T pac7 1 0 0

F pac8 2 2 1

T/O pac9 3 1 1

T pac10 3 0 0

P pac11 3 0 0

T pac12 2 0 0

T/O pac13 2 1 1

F/T pac14 3 3 2

T pac15 3 2 1

T pac16 3 2 3

F pac19 2 0 0

total  38 16 13 
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4.3   Nonlinear Analysis, Maximum Lyapunov Exponent 

The method based in nonlinear measures presents different results. The results pre-
sented in the document only refer patient specific parameters because there are no 
significant variations between patients’ parameters (Table 4). 

4.4   Methods Overview 

The analysis presented through several methodologies, suggest that valuable elements 
can be extracted through the comparison of the results obtained by these methods; 
several events were preceded by significant variations in these features. Furthermore, 
the results presented led us to believe that each patient has a better-suited method. 
Considering correct prediction calculated by each method, each patient has more sat-
isfactory results through a determined method. 

Table 5. Comparison between the sensitivity of each method according to the determined 
parameteres 

Onset 
Area 

Pa-
tient

Energy (predic-
tons) 

Wavelet (predic-
tions) 

Lyapunov (predic-
tions) 

Number Sei-
zures 

F pac1 1 1 1 1 

T pac2 2 1 3 3 

F pac3 2 2 0 4 

T/O pac6 2 1 1 3 

T pac7 0 0 0 1 

F pac8  1 2 2 

T/O pac9 3 3 1 3 

T pac10 2 2 0 3 

P pac11 2 0 0 3 

T pac12 2 1 0 2 

T/O pac13 1 1 1 2 

F/T pac14 2 2 3 3 

T pac15 2 2 2 3 

T pac16 1 3 2 3 

F pac19 2 0 0 2 

total  24 20 16 38 

5   Conclusions and Further Work 

The idea of continuously tracking the changes in several features for seizure predic-
tion is based on clinical and experimental observations that the transition between 
states may not be abrupt but rather gradual [9]. 

Techniques usually used in seizure prediction include methods based on computa-
tional methods, statistical methods and mathematical approaches to EEG signal. 
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Fig. 9. VISRED analysis of the 14 features extracted by the developed application, Group 1 – 
inter ictal, Group 2 – pre-ictal, Group 3 – ictal, Group 4 pos ictal 

The goal of the application under development is to provide the research and medi-
cal community with an easy to use signal processing application, capable of reading 
the most common formats. 

The first results obtained through the methods implemented in this application al-
lowed several conclusions. 

For any prediction method to be clinically viable it must be formulated in a manner 
that allows it to operate fully prospectively and using only informations that would be 
reasonably available to the system at the time of predictions are made. This makes it 
necessary that the prediction algorithm operates in real-time. The study suggests that 
the prediction method and its evaluation scheme, optimized values of the prediction 
horizons, and preferred brain structures for EEG recording have to be determined for 
each patient and prediction method individually. 

The ability to choose better-suited features for individual patients will be a critical 
point in the development of these applications, since the results suggest that some fea-
tures describe more accurately certain patterns associated with each patient. The com-
parison of the results obtained by each method in different patients support these 
ideas.  
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The development of tools for the processing of large datasets of EEG signal is  
absolutely essential to confirm the indications presented in the literature which reveal 
a diversity of approaches. With the improvement of the various methodologies al-
ready explored, a reliable classification of states is possible. 

Computational intelligence techniques to classify the data sets composed by the 
features extracted in this study will be faced to improve the application. Dynamic 
neural networks, Support Vector Machines,  and neuro-fuzzy systems have a great po-
tential and will be tested. 

The implemented techniques use only one EEG channel. Multichannel techniques 
such as the phenomena of synchronization and nonlinear dynamics evolution in dif-
ferent regions fn the brain, might provide new insights on the seizure generation and 
on seizure prediction.  

Another planned step is the introduction of computational tools for state classifica-
tion. Initial introductory studies with space reduction, neural networks and neurofuzzy 
systems have already been made and show a good potential for the patient specific 
oriented approach, as shown in Fig. 9. 

Only with these developments and with the understanding of the mechanisms un-
derlying the seizures generation, the methods will produce knowledge which ulti-
mately will result in development of functional alarming devices and safe therapies.  
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Abstract. Biomedical research processes related to disease diagnosis, prognosis 
and monitoring would great benefit from advanced tools able not exclusively to 
store and manage multimodal data but also to process and extract significant 
relations and then novel knowledge from them. Indeed, making a prediction on 
a disease outcome usually requires considering heterogeneous pieces of 
information obtained from several sources which should be compared and 
related. Mining medical multimedia objects is aimed at discovering and making 
available the hidden useful knowledge embedded in collections of data and is, 
then, of key importance for supporting clinical decision-making. In this paper, 
we report current results of a medical warehouse we are developing in an 
integrated environment for mining clinical data acquired by different media. In 
particular, focus is herein given to the infrastructure of the warehouse and its 
current functionalities not limited to storage and management but including 
intelligent representation and annotation of multimedia objects. 

Keywords: Multimedia Mining, Features Extraction, Metadata Standards. 

1   Introduction 

The success of clinical healthcare organization and delivery is more and more relying 
on an effective integration of information technologies within human-based clinical 
decision-making workflows. Indeed, healthcare practitioners have to continually face a 
wide range of challenges, trying to make difficult diagnoses, avoid errors, ensure 
highest quality, maximize efficacy, and save money all at the same time [12]. In 
particular, clinicians usually have to make decisions by considering and relating, as fast 
as possible, a large amount of diagnostic test results, medications and past treatment 
responses. However, the limit of human capability to process information is well 
known, i.e. just recall the so called 'bounded rationality' [21]. Nevertheless, there are 
increasing amounts of medical knowledge, of new information about disease causes, of 
diagnostic and therapeutic options, and mountains of patient data from ever-expanding 
numbers of diagnostic tests and imaging studies. Medical data are becoming always 
largely multimodal; just for making an example, investigations for the same patient can 
produce text and numeric data (e.g., demographic and blood analysis data), images 
(one or more of the many medical imaging modalities, e.g., Magnetic Resonance 
Imaging, Computerized Tomography), signals (e.g., Electrocardiography) and videos 
(e.g., ultrasound examinations). 
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These conditions have offered a fertile environment for the growing of 
computerized systems able to tackle this “information explosion” and aid clinicians in 
their decision-making processes. Initially, focus was given to the fundamental 
problem of storing data and allowing their consistent retrieval. Maturity in this field is 
testified by the growing spread of Electronic Health Records (EHR) for collecting 
information about care delivery [19], and of Picture Archiving and Communication 
Systems (PACS) for the acquisition, storage, transmission, processing and display of 
digital medical images [9]. Also, several standards, such as IHE (Integrating the 
Health Enterprise) [14] on its turn based on other standards like HL7 (Health Level 7) 
[13] and DICOM (Digital Imaging and Communications in Medicine) [8], have been 
introduced for facing the demand for data sharing and communication among 
healthcare information resources.  

Recently, the awareness of the great value inherent in clinical data has fostered the 
development of medical data warehouses devoted also to exploring these large 
amounts of data for discovering novel, implicit knowledge, such as, for instance, the 
relevance of a biomarker for the prognosis of heart failure. Research in this field can 
exploit assessed disciplines such as Data Mining and Knowledge Discovery in 
Databases, but systems able to cope with really multimodal and multimedia objects 
are still far to be completely developed and used in practice. Few medical image 
mining systems have been presented [17], especially within histology and cytology 
[3], [4], [11]. However the development of most of them has been mainly focused on 
either the data mining problem, i.e., on the extraction of knowledge from suitably 
extracted features without any care of advanced image storage and retrieval, or to 
image retrieval by content, thus missing the real interesting challenge of extracting 
new knowledge.  

The previous considerations motivated our activity in the field that are aimed at 
developing a Multimedia Mining Medical Warehouse (MMMW) by exploiting 
experiences and expertise matured within several international projects, i.e. the EU 
Network of Excellence MUSCLE (Multimedia Understanding through Semantics, 
Understanding and Learning), the STREP EU project HEARTFAID (A knowledge 
based platform of services for supporting medical-clinical management of the heart 
failure within the elderly population) and the Italian-Russian bilateral project [6]. 
Actually, within MUSCLE, focus has been given to general purpose multimedia data 
retrieval by content, in particular, to metadata standards for advanced data storage and 
retrieval [1], and to ontological models for media analysis [2]. Within HEARTFAID, 
research activities are concentrated on a specific medical problem (i.e., heart failure) 
and aim at developing an integrated platform able to support decision making, 
diagnostic signal and image processing, knowledge discovering in patients’ data 
repository [5]. Within the bilateral project, novel methods for medical image 
categorization have been developed by exploiting ontological models for image 
analysis (namely, for cytological images analysis) [7]. Results obtained in the above 
mentioned projects are being combined for implementing the MMMW, which, though 
currently in the early stage of its development, has been designed for supplying all the 
multimedia mining functionalities, ranging from multimedia storage to novel 
knowledge discovery. In particular, it is being realized by integrating and extending 
the infrastructure we have developed within the MUSCLE initiative for managing 
multimedia metadata (the so-called 4M infrastructure) [1]. 
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In this paper, main results of the design activity are presented since interesting 
aspects have come forth. The main components of MMMW are also introduced and 
future activities discussed. 

2   Medical Multimedia Data Mining 

The Multimedia Mining Medical Warehouse has been conceived for aiding the 
investigation processes of medical problems, by providing local and remote access to 
known cases, the facility for retrieving multimedia objects by content, and the 
possibility of mining multimedia patterns relevant to medical decision making, e.g., 
the processes of diagnosis and prognosis.  

An illustrative scenario can be useful for better explaining the motivations at the 
basis of MMMW. Consider the problem of the prognostic evaluation of heart failure 
patients: a very difficult task due to the lack of large and randomized studies and to 
many comorbidities that can affect the prognosis. Currently, a set of parameters are 
considered relevant as suggested by clinical guidelines [22]; they belong to five 
categories: 

 demographic data: age, comorbidities such as diabetes and so on; 
 clinical data: heart rate, blood pressure, weight loss, blood and electrolytic 

parameters, …; 
 functional data: cardiopulmonary stress responses, such as the maximum or 

the relative oxygen uptake and so on; 
 electrophysiological data: heart rate variability, ventricular rhythms, …; 
 haemodynamic data: left ventricle ejection fraction, left ventricle volume, and 

so forth. 

Such pieces of information come from different investigations, this means that can 
be obtained and represented by different media: Table 1 shows the modalities for 
acquiring the listed information. 

Currently, the relevant markers are considered separately; but we can depict an 
ideal situation in which all the information could be collected from different sources 
and stored in the same warehouse (Fig. 1), which could also be distributed. This  
 

Table 1. The different modalities for acquiring data relevant to the prognosis evaluation of 
heart failure patients 

Relevant Data Acquisition Modalities 

Demographic Patient’s interview 

Clinical Patient’s interview, blood analysis, 
sphygmomanometer, … 

Functional Exercise testing: cardiopulmonary 
stress testing, 6-minute walking test, ... 

Electrophysiological Electrocardiography 

Hemodynamic Echocardiography, Cardiac Magnetic 
Resonance Imaging, … 
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Fig. 1. Multimedia data relevant for the prognostic evaluation of heart failure 

should be a multimedia warehouse that contains textual, logical and numerical data 
about the patients (i.e., demographic, clinical and functional); signal data (i.e., 
electrocardiogram recordings and correspondent parameters); imagery data (i.e., 2D 
Transthoracic Echocardiography or Magnetic Resonance Imaging); video data (i.e., 
M-mode Echocardiography). Graphical 3D models could also be considered as part of 
the relevant clinical data, think for instance to the 3D reconstruction of the left 
ventricle used for assessing the hemodynamic dysfunctions and impairment of the 
heart.   

This large collection of multimedia objects could then be used for two main 
purposes: 

- supporting case-based reasoning of clinicians, i.e. presenting them stored cases 
of patients having similar features to the one at hand, and then aiding the 
prognostic evaluation on the basis of previous responses; 

- extracting novel knowledge, i.e., applying intelligent techniques for 
discovering the relations among the different parameters and individuating the 
relevant markers for the prognosis. This way, also new parameters could be 
computed from signal, imagery and video data so that new patterns not 
explicitly stored could be discovered. 

 
MMMW has been devised for addressing the kind of needs illustrated within the 

example scenario. Four main functionalities have been then identified as illustrated in 
Fig. 2:  

 multimedia data storage and management inside a repository; 
 multimedia indexing and retrieval, for finding multimedia objects ranked in 

accordance to some requirements on their content. The retrieval functionality 
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will allow for explicit text query or query by content with a reference 
multimedia object, e.g., a diagnostic image showing specific features; 

 multimedia semantic annotation, for associating lists of semantic keywords or 
meaningful sentences (e.g., diagnostic evaluations) to multimedia objects. 
Such pieces of information can then be used for data retrieval, in particular for 
text queries. A structured terminology will be supplied for aiding annotations 
by the users; 

 multimedia mining, for extracting valid, novel and understandable knowledge 
about the diagnostic, prognostic and monitoring processes. Advanced data 
mining methods will be available for application to patterns built by 
correlating features extracted from data and domain concepts. 

 

Fig. 2. The main MMMW functionalities 

For supplying such functionalities, a fundamental challenge regards determining 
how low-level representation contained in a multimedia object can be processed to 
identify high-level information and relationships among data. This is strictly related to 
the process of representing the informative content of multimedia objects by 
extracting a set of meaningful features. In particular, two general categories of 
features can be identified: description-based and content-based. The former uses 
metadata, such as keywords, caption, size and time of creation; the latter is based on 
the content of the multimedia object itself. As to data representation within MMMW, 
we can then envisage two paths multimedia data will move along (Fig. 3).  

For storing and retrieving purposes, data can be processed for extracting a number 
of general description features, corresponding to a medical standard such as DICOM, 
and of content features, corresponding to a multimedia standard such as MPEG-7 
[16]. Semantic annotations can be considered as part of this process. 

For knowledge discovery purposes, additional features could be extracted by 
analyzing the multimedia objects. This can requires several steps that consist in 
preprocessing, for improving the multimedia object quality; segmentation, for 
extracting relevant structures contained in the object; quantitative analysis, for 
extracting the interesting and significant features. Once adequately transformed and  
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Fig. 3. The two paths followed by multimedia objects within MMMW 

represented the multimedia object, data mining algorithms can be applied so that 
resulting patterns can be transformed in novel knowledge. 

Such considerations resulted in the design of a MMMW constituted by the 
following components: 

 a repository for storing, accessing and retrieving images and information 
extracted at different levels from them;  

 the facility for applying a collection of image analysis algorithms for data 
processing and analysis (to improve data quality and specificity, and extract 
features from them); 

 a library of data mining and pattern recognition algorithms for discovering and 
interpreting novel pattern extracted from data; 

 a suite of ontologies including specific domain ontologies related to medical 
problems and a general image understanding ontology, for suggesting algorithms 
to be applied to different types of data and for adding terminologically controlled 
annotations; 

 a user interface for accessing, uploading, browsing and annotating images. 
 
Currently, some of the components are already developed inside the MultiMedia 

Metadata Management - 4M - infrastructure which has been realized within the 
MUSCLE initiative. Precisely, 4M includes a repository, algorithms for extracting a 
set of features belonging to metadata standards and a user interface as described in the 
next section. 

2.1   The Infrastructure for Multimedia Data Management 

The 4M infrastructure has been developed in order to guarantee and promote 
multimedia data and metadata storage, retrieval, maintenance and exchange. It has 
been devised by using (i) standardized Semantic Web technologies promoted by the 
W3C office, since they can facilitate the overall vision of distributed, machine 
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readable metadata; (ii) multimedia metadata standards, in particular the MPEG-7 
standard; and (iii) open-source software. 

The system is able to provide: 

 a complete user management; 
 tools for the features extraction from different media sources; 
 tools to perform semantic annotation; 
 an efficient search and retrieval query system. 

The main components are sketched in Fig. 4 and can be described as follows: 

 

 

Fig. 4. The main components of the 4M infrastructure 

Features extraction and processing unit: Devoted to the extraction of a set of 
description and content metadata based on the MPEG-7 standard. Extracted features 
are inserted into an XML [23] document opportunely stored which is divided into two 
parts: the Multimedia Description Scheme (MDS) and the values of the extracted 
MPEG-7 features. The MDS fields contain all the information regarding the media 
document (e.g., insertion date; XML document creator role, name and surname; 
media type; media extension; media size; height and width for the image and length 
for the audio) and annotations inserted by the user for describing the data content. All 
the MPEG-7 features can be extracted from text, signal, image and video data and are 
used for describing multimedia object content. Some examples of the features are: for 
image color descriptors (layout, structure, dominant, scalable), texture descriptor 
(homogeneous texture, edge histogram,… ), and shape descriptors (region and 
contour descriptors); for videos the same descriptors used for still images plus motion 
descriptors (camera motion, motion trajectory, motion activity descriptors); for 
signals and audios basic descriptors (audio waveform and audio power), signal 
descriptors (Audio Fundamental Frequency, Audio Harmonicity). 
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Database unit: Developed by using an XML native database eXist [10], which was 
selected since provides efficient, index-based processing, extensions for full-text 
search, and a Java interface. The database is composed of multimedia objects, and 
collections, which can contain other collections and/or objects. Exploiting this 
peculiarity, we structured the database in order to increase the search and retrieval 
operator efficiency and to facilitate the access right. Besides, the database unit allows 
for comparison among the stored multimedia data. Such a functionality is at the basis 
of the Similarity Query System: exploiting the support to XQuery [24] provided by 
eXist, the System retrieves objects having feature values similar to the one supplied as 
reference for the search. A textual search is also available and performed via a 
Google-like interface. By using a basic search option, the user can specify a sentence 
or a list of keywords to be searched for by compiling a dedicated text area and, 
optionally, restricts the search by selecting the media type to be scanned. The search 
will retrieve all the objects which have at least an annotation containing the searched 
text. The advanced search option allows the user to perform textual queries about the 
content of media objects parts (e.g., image regions) and other descriptive metadata.  

 

Semantic annotation unit: Currently devoted to add annotations only to imagery 
data, it provides functionalities to select image regions and to perform annotations on 
them, to manage the performed annotations and to view them. Annotations relative to 
the same image are stored into a RDF [20] document stored in the database. Such a 
document is created for the first annotations and then extended, by means of a 
XUpdate operation, for each new annotation added subsequently. Semi-automatic 
annotations are also possible, since, once selected an image region, MPEG-7 features 
can be extracted from it and add to an opportune XML file associated to the image. 
Fig. 5 shows an example of annotation to a mammographic image. 

 

Fig. 5. Manual annotation of a mammogram: on the left the textual annotation reported onto the 
image; on the right the annotated region as extracted and characterized by the same annotation 

Integration unit: Devoted to information storage and retrieval through suitable tools 
that manage the interaction of and access to all the other units. The main purpose of 
this unit is to provide interfaces and controllers between the individual units and the 
user and to act as a query mediator between other units. It is constituted by a java 
servlet [15] and a web-based user interface. The java servlet supplies to the task of 
unit coordination by recognizing the operation requested by the user and invoking the 
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correspondent units. Once operation is performed, the servlet updates the user 
interface to notify a successful conclusion of the operation and return the result when 
requested.   

3   Current Results and Future Activities 

Current results of the MMMW consist in an infrastructure which allows for:  

(i) data upload;  
(ii) data analysis algorithm for extracting a set of description and content 

metadata features;  
(iii) data storage along with the computed metadata features; 
(iv) data retrieval by content. 

We are populating the warehouse with images belonging to cytopathology, histology, 
cardiology and oncology fields. Fig. 5 shows a sample of the mammography dataset.  
Also, cardiological signals obtained from public available datasets (e.g., Electrocar-
diograms from the Physionet dataset [18]) have been stored. 

 

Fig. 6. A sample of the mammography dataset 

Currently, when uploading an object, information regarding the data acquisition 
procedure (e.g., medical devise characteristics) is specified in the MDS; while 
patient’s data are inserted as annotations. The content-based retrieval is performed by 
similarity on extracted features. Fig. 6 shows the results of a query performed with a 
reference image. Images are ranked according to the similarity value. 

Obviously, the features currently extracted are not satisfactory for medical research 
purposes: MPEG-7 features can have a general value for broad-use multimedia  
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Fig. 7. On the left, the advanced textual search, on the right a result of a similarity query on a 
cytological image 

 

Fig. 8. Fragment of the feature extraction ontology 

objects, but lack of specificity and relevance when dealing with the important content 
of medical multimedia data. In this context, future activities will consist in the 
extension of the 4M by, first of all, adding the extraction of typical medical metadata 
in accordance to the up-to-date standards (e.g., DICOM for images). Other 
components will be introduced, namely:  

 tools for data processing devoted to their improvement and segmentation; 
 tools for data analysis aimed at extracting a larger set of meaningful features; 
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 a suite of ontologies for aiding textual annotations and representing the 
relevant knowledge helpful in the selection of the most suitable data 
processing and analysis algorithms according to the media type; 

 tools for applying data mining algorithms and extract novel knowledge. 
 
Currently, a suite of ontologies, which has been developed for aiding the analysis 

of cytological images [7], is being integrated into the infrastructure. It contains a 
conceptualization of the cell biology, microscopy and microscopic images domains, 
also establishing relations among them. Moreover, an image analysis ontology has 
been developed for structuring the domain of image feature extraction. So far it is 
focused on the cytology domain, i.e., contains the features mostly used for extracting 
quantitative measurements for cytological images, but has a very general valence. 
Figure 8 shows an excerpt of the class hierarchy of the ontology. It has been equipped 
with a library of algorithms, this way, when integrated into MMMW, it will allow the 
user to select a subset of features, compute them on a pile of images, store results and 
launch data mining algorithms for discovering relations among them. For the latter 
service, an algorithm package is under development for supplying a library of 
machine learning methods usually employed for data mining, such as Decision Trees, 
Random Forest, Support Vector Machines and so on.  
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Abstract. This paper addresses the realization of modularized knowl-
edge models within a heterogeneous application domain using an exist-
ing knowledge management tool. The application domain we deal with
is travel medicine, which combines medical aspects with geography, cli-
mate, holiday activities and associated traveling conditions. In this paper
we present the application’s requirements and show how knowledge mod-
els can be developed using an industrial strength application. Further-
more we present the challenges of a knowledge model based on multi-case
bases whereas each case base represents its own area of expertise. Hence,
we introduce our knowledge model for the travel medicine application
and exemplify the implementation of typical data types and similarity
measures.

1 Introduction

Knowledge-based systems provide a technology for covering a topic in a very
comprehensive and scalable way. Realizing such systems requires high quality
data sources, knowledge models and maintenance techniques. To achieve this,
knowledge has to be acquired, analyzed, stored, and retrieved, which challenges a
knowledge-based system and is crucial for its continuous existence over a longer
period of time.

The Collaborative Multi-Expert-Systems (CoMES) approach [1] describes the
concept of knowledge-lines1 and how they can be applied when building col-
laborative Multi-Expert-Systems and communicate via software agents. In this
paper we follow the SEASALT2 architecture [2], which is based on the CoMES
approach, to develop an intelligent information system for travel medicine in
which different aspects of the domain have to be combined. Each knowledge
1 Knowledge Lines use the principle of product lines as it is known from software en-

gineering and apply it to the knowledge in a knowledge-based system, thus splitting
rather complex knowledge in smaller, reusable units.

2 SEASALT – Sharing Experience using an Agent-based System Architecture LayouT.
The SEASALT architecture proposes an intelligent information system with several
cross-linked case bases that are used to store information on different aspects of a
complex knowledge domain and are filled with information mined from the online
communication of a community of experts.

P. Perner (Ed.): ICDM 2008, LNAI 5077, pp. 114–128, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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base for an aspect or topic is based on a case-based reasoning (CBR) system
and, to some degree, provides its expertise like a human expert would do. The
combination and collaboration between the individual CBR systems is realized
via software agents on top of each CBR system. The application of software
agents in CBR systems has been introduced by Plaza [3], even though Plaza
focused on case bases with the same case format. Our case bases contain infor-
mation on different topics and we decided to model different topic-based case
bases, each with an own, individual case format. CBR systems with more than
one case base were also used by Leake [4], but in their systems the case bases
contained similar data and in comparison to our approach the retrieval results
of the case bases had to be compared, refined and finally the best result was
chosen. Instead, we take each result and use software agents to combine them
to a valid solution.

In this paper we introduce the knowledge models of our heterogeneous appli-
cation domain which are required to cover the field of travel medicine and create
prevention information for travelers. Like the most medical information systems
(i.e. Isabel3 or GIDEON4) we also focus on one area of medicine, although travel
medicine combines numerous fields of medicine. Furthermore we add non-medical
but consultation relevant information to the given answer, which again requires
different kinds of case bases. This additional information with covers the ar-
eas of geography, time and seasons, activities, and medicaments as well as their
pharmaceutical ingredients. Each knowledge base can be updated individually,
because after an initial model and case base has been implemented, we will in-
tegrate our information system in a travel medicine community. The results of
discussions and information given in a community will be collected and after its
evaluation it will be inserted in the appropriate case base.

Another advantage of using modular case bases to cover a heterogeneous ap-
plication domain is their maintenance which is much easier than in monolithic
case bases [5]. Also, modular case bases make it easier to include small ”fac-
toids” (for instance ”There was a case of yellow fever in Indonesia”) that do not
represent a full case but are still worth being included.

In the course of this paper we will describe the realization of our knowledge
models and illustrate in which way the individual case bases are linked with
each other. First of all, in chapter 2 we will introduce the application domain
travel medicine including the case bases we have determined. In chapter 3.3 we
describe the requirements of the travel medicine domain, especially under the
aspect of modularized knowledge bases. We will describe a typical question to
the system and its respective answer to explain our concept of shared data types.
Furthermore this chapter shows examples of our similarity measures. Chapter 4
contains the description of the implementation of our approach and the software

3 Isabel is a clinical decision support system designed to enhance the quality of diag-
nosis decision making. home page: http://isabelhealthcare.com/

4 GIDEON is an online application to diagnose infectious diseases and give information
on epidemiology, treatment and microbiology.
home page: http://www.gideononline.com/
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used. Chapter 4 picks up on the requirements of chapter 3.3 and shows the
realization of our modular, cross-linked knowledge model according to those
requirements. The paper closes in chapter 5 with a brief examination of our
application project in the context of SEASALT [2] and CoMES [1] and finally
gives a conclusion and outlook in chapter 6.

2 Travel Medicine as an Application Domain

Travel medicine is an interdisciplinary speciality concerned with the prevention,
management and research of health problems associated with travel, and cov-
ers all medical aspects a traveler has to take care of before, during and after a
journey. For that reason it covers many medical areas and combines them with
further information about the destination, the activities planned and additional
conditions which also have to be considered when giving medical advise to a
traveler. Travel medicine starts when a person moves from one place to another
by any mode of transportation and stops after returning home without diseases
or infections. In case a traveler gets sick after a journey a travel medicine con-
sultation might also be required.

The research project presented in this paper is supported by mediScon world-
wide, a Germany based company with a team of physicians specialized on travel
medicine and TEMOS5, a tele-medical project of the Institute of Aerospace
Medicine at the German Aerospace Center DLR6. Together we will develop
docQuery, an intelligent information system on travel medicine which provides
relevant information for each traveler about their individual journey. First of all
we will focus on prevention work, followed by information provision during a
journey and information for diseased returnees.

Since there are currently no sources on medical information on the World
Wide Web, that are authorized by physicians and/or experts, we aim at filling
this gap by providing trustworthy travel medical information for everybody.

Based on the SEASALT architecture [2], we propose building a web commu-
nity which provides information to travelers and physicians (non-experts in the
field of travel medicine) from experts on travel medicine. docQuery will provide
an opportunity to share information and ensure a high information quality be-
cause it is maintained by experts. Travelers and experts can visit the website
to get the detailed information they need for their journey. A traveler will give
docQuery the key data on their journey (like travel period, destination, age(s)
of traveler(s), activities, etc.) and docQuery will prepare an information leaflet
the traveler can take to his or her general practitioner to discuss the planned
journey. The leaflet will contain all necessary information to be prepared and
provide detailed information if it is required. In the event that docQuery can-
not answer the traveler’s question, the request will be sent to experts who will
answer it.

5 TElemedicine for a MObile Society, see http://www.temos-network.org
6 http://www.dlr.de/me/
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The computation of the answer follows the steps a physician would take during
a consultation. Therefore several knowledge bases have to be queried and their
answers have to be combined according to the given constraints. We will realize
the combination of information using software agents, where each agent represents
one domain and provides information of its domain according to the query.

2.1 The docQuery Case Bases

The travel medicine domain covers heterogeneous aspects and according to the
knowledge containers introduced in [6], each area requires a case representation
vocabulary, similarity measure, case base and adaptation methods. Our imple-
mentation of the following case bases shows, that there are several data types
which can be used in more than one case base.

The destination case base contains country characteristics which are important
for a visitor, containing vaccination requirements and vaccination-preventable in-
fectious diseases, pre-travel information on different kinds of diseases which might
occur in a certain country or region, as well as hygiene and prevention advise.
The destination case base differentiates not only by country, we can also handle
regions, continents, etc. Diseases can be assigned to each degree of generalization.

The disease case base contains infectious diseases, the major area of travel
medicine, and holds information about the disease itself as well as its transmis-
sion, the symptoms, the disease pattern, precaution advise, vaccination, prophy-
laxis advise and/or the treatment. Diseases provided in this case base are derived
from the travel related branch of several traditional medical disciplines like tropi-
cal medicine, infectious diseases, gastroenterology, internal medicine, paediatrics,
geriatrics, obstetrics-gynaecology, dermatology, etc. as described in [7].

The medicament case base holds information about medicaments such as their
ingredients, their field of application, the therapeutic field, the immunogenicity,
the efficacy, the dose, possible reverse reactions and its management, contraindi-
cations and interdependencies as well as advantages and disadvantages. Medica-
ments in this case base are related to diseases in the disease and chronic illness
case bases ensuring that the docQuery application will provide information for
each medicament it suggests.

The activity case base contains advise for travelers who plan to engage in
activities that cause particular physiological stress, such as diving, do mountain
climbing or sojourns at a high altitude, or who prepare for a long term stay like
backpackers or expatriates, as well as miscellaneous travel activities like visiting
caves, desert tourism or extreme sports [8]. Each of those activities requires
individual information regarding the traveler’s physical fitness or the conditions
at the destination.

In our model we distinguish between chronic illness and disease because of the
fact that chronic illnesses is a part of the travelers’ anamnesis and on the other
hand the chronic illnesses’ descriptions vary in the the attributes and concepts we
have used for the modeling. This case base contains general information on the
illness and characteristics as well the restrictions it imposes on certain activities,
medicaments or travel regions.
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For each destination we provide information about hospitals. For each hos-
pital we will be able to give information about the kind of hospital (primary,
secondary, tertiary care of specialized hospital) including their facilities. In order
to be able to tell a traveler aboard which hospital he or she should consult for
his or her needs.

docQuery only provides information directly associated with the travelers
healthiness. The information resource case base contains further sources pro-
vided by other travelers how to get more advise, for example about actual news,
weather conditions or customs duty.

In travel medicine not only the prevention of diseases have to be mentioned, we
also has to consider the travelers themselves (children, elderly people, pregnant
women, disabled people, etc.), the reason for traveling or the way of traveling
(aviation, navy cruise, road traffic, driving, etc.). The associated condition case
base provides information on how people do travel and what advise they have
to be given.

3 Requirements of the Travel Medicine Domain

3.1 Requests and Responses in docQuery

Typical Request. A traveler will be guided through the request and will be
asked several questions by the system (see Table 1 for the questions and the
range of answers) in order to receive the information necessary for the ”consul-
tation”. The order of the questions is almost the same a physician would ask
and can be divided into two parts: The first three questions only concern the
traveler and his or her physical condition, ensuring the patient is able to travel
and to identify the first constraints we have to pay attention to when creating an
individual sequence of queries. Questions four to seven ask for the traveler’s des-
tination and the duration of his or her stay. Information on the destination will
be required in order to provide the traveler with information about the country,
local conditions, and potential dangers. The date of the journey is required to
deduce more constraints and define more precisely what kind of infectious dis-
eases have to be considered regarding the season abroad. The duration is needed
to find an appropriate way of vaccination and medication, because travelers who
only stay for a very short period of time need a different preparation as those
who stay for a longer amount of time. Based on the given information a sequence
of questions is created and the case bases are queried.

Typical Answer. Based on the given answers in the first step a request strat-
egy is chosen. We use rules to determine the order in which the case bases are
queried and create those queries. A typical way to start is to query the destina-
tion case base which returns information on vaccinations, stand-by-medications,
behaviour advise, and local diseases. Regarding the given example in Table 1
our case base would return the country information of Indonesia containing
standard, obligatory, and risk vaccination information. Listed infectious diseases
will be used to query the diseases case base for more information. Each case base
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Table 1. Typical Questions of the docQuery System

No. Question Range of Answer Example

1. Type of the traveller(s)

[child|teenager|
young person|
pregnant woman|
elderly person]

young person

2. Gender of the traveller(s) [male|female] male

3. Current/Chronic illness(es)
of the traveller(s)

[list of diseases] none

4. Destination of the journey <destination> Bali

5. Time/Date of Travel date <from> - <to> March 5th, 2008 until
March 19th, 2008

6. Duration [no of days/weeks/months] 2 weeks

7. Planned Activities during
the Journey

[list of activities] road trip, beach

introduced in Section 2.1 is involved in creating the answer. For the communi-
cation and elaboration of the individual results we use software agents (topic
agents according to the SEASALT architecture [2]) which perform the request
and prepare an answer for each topic. Refining steps are also done by the topic
agents until a valid answer can be given.

Table 2 shows the simplified structure of an answer (column Answer) with
possible content (column Example) docQuery gives. The example does not con-
tain the explanation, instead it shows the keywords. Rows 1 and 2 are extracted
out of the destination case base. The descriptions of diseases and the constraints
for medications are retrieved from the disease case base . In case chronic illnesses
have to be considered, the according case base is queried. Both answers are used
as constraints when querying the medicament and activities database. For each
given information we provide explanations based on the given conditions in both
case bases information resource and associated conditions.

3.2 Realization of the Modular, Cross-Linked Knowledge Model

As described in [5], the maintenance of modularized case bases is more effective
than the maintenance of monolithic case bases, a further motivation for multiple
case bases is the increase of solution quality, a more selective case addition or
the usage of individual cases and their local competence as discussed in [4,9].

Each case base requires a vocabulary of its own containing, for example in
the destination case base, geographical terms like countries, regions, capitals,
etc. as well as medical terms to describe diseases. Both, geographical terms and
diseases, can be modeled in taxonomies to define similarities and our knowledge
model allows sharing each attribute ensuring a conjoint vocabulary is used. The
importance of a shared vocabulary is explained in [10]. Combined similarity
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Table 2. Typical Answers of the docQuery System

No. Answer Example

1. Advise for the journey Destination: Indonesia
2. Infectious diseases Vaccination Standard: Diphtheria, Hepati-

tis A, Measles, Poliomyelitis, Tetanus, Typhoid
Fever
Vaccination Obligatory: Yellow Fever
Vaccination Risk: Cholera, Hepatitis B,
Japanese Encephalitis, Rabies

4. Information about infectious
diseases abroad

AIDS, Malaria

5. Stand-by medication not necessary

6. Behaviour Explanation how to avoid Malaria infections
Explanation how to avoid mosquito bites
Explanation how to travelers diarrhoea (con-
cerning food, water, etc.)
Explanation how to avoid infections like HIV,
Hepatitis

7. Hospital nearby List of addresses of tertiary hospitals in Bali

8. Information about possible
injuries abroad

bites, stings, wounds

9. Information about medica-
ments if required

Explanation on Malaria Prophylaxis: Ato-
vaquon&Proguanil (Malarone), Doxycyclin
Manahydrat, Mefloquin (Lariam)

10. Activities Explanation how to avoid sun burned skin

measures in a medical domain have been presented in [11] as well as [12]. [11]
combines similarity measures for image segmentation and similarity measures for
textual information in order to retrieve cases containing non-image and image
information. Our approach deals with textual information that has a different
semantic. The approach presented in [12] uses individual similarity measures for
two different groups of parameters (group one describes the clinical stage, gleason
score, etc. and group two contains the degree of radiation). In comparison to this
approach we switch the similarity measure according to the user’s input.

3.3 Requirements with Respect to Similarities

Combined Similarity Measures. The complexity of the domain also requires
some rather advanced similarity measures. For instance in the case of geographic
information when planning a journey a similar destination would be one nearby,
or a region that is maybe farther away but with comparable features with respect
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to climate, hygienic conditions or other associated risks. In order to accommodate
this, similarities have to be defined with respect to different criteria and they are
combined into a combined similarity measure that takes all possible similarities
into account (see section 4.3 for an example).

Contextual Similarities. Another case is the modeling of diseases. They can
be modeled in taxonomies but again with regard to different aspects such as
incidents (where has the disease occurred), vectors (animals that carry the dis-
ease such as mice, rats or mosquitoes), ways of infection (airborne infection,
contact infection, smear infection or infection through exchange of body fluids)
or pathogen (virus, virusoid, bacteria, prions, worms, fungi etc.). Which aspect
really determines a disease’s similarity in the end depends on the query context.
If the traveler is looking for information on prevention, aspects such as incidents,
vectors or possible ways of transmission are relevant. If a traveler has already
arrived at the destination and is looking for ways to treat an existing or supposed
disease the disease’s pathogen is the determining factor. This makes it necessary
to not only be able to combine similarity measures but also to switch between
them depending on the query context.

Circular Similarities. Another speciality is the modeling of the concept of
time, which requires a circular similarity measure. When dealing with travel
medicine we usually consider the month of a journey. The months cannot be
modeled as a simple list where each month has a maximal similarity with its
neighbors though, since in reality they form a circle. January should be as similar
to December as it is to February.

3.4 Requirements with Respect to CBR Tools

Earlier we already introduced our concept of multiple case bases. A tool or system
that is used to model the travel medicine domain according to our approach needs
to be able to hold several case bases that are isolated from each other and can
be queried individually, but also needs to be able to share concepts or data types
(for instance the data types for regions is needed in the destination case base as
well as in the diseases case base, for indicating occurrences of a disease).

Since we plan to offer docQuery as a freely accessible online source of infor-
mation, we will have to deal with a high amount of system load which requires
high availability, high processing speed as well as scalability. Also, being freely
accessible, it may be exposed to possible attempts of misuse which require the
system to also be as secure and failsafe as possible in order to keep up the service
and protect the system’s data from tampering or destruction.

We do not expect to find a tool that perfectly fits all of our needs, but instead
expect it to be necessary to add self-written components integrated into the
system, for example the subsequent querying of the individual case bases and
the combination of the respective results. In order to be able to freely interact
with the tool some kind of programming interface or API is necessary.
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4 The Empolis Information Access Suite

The empolis Information Access Suite (e:IAS) [13] is being developed by empolis7

a Bertelsmann company. It consists of a server-client based knowledge provision
component, the Knowledge Server, and a knowledge modeling tool, the Creator.
e:IAS uses case-based reasoning (CBR) as its main underlying methodology. The
Knowledge Server is used to query the system’s case base(s) and the Creator is used
to model the individual case format(s), for configuring the processing and possi-
ble enrichment of imported data, as well as the actual case retrieval. In research
projects empolis allows us to use the e:IAS under research and education license.

4.1 Basic Concepts

The Creator is based on the free eclipse integrated development environment8

adopting its workbench concepts and extending it with different components
of its own. Different tools within the Creator, so called Managers, are used to
create a model of a respective domain (ModelManager), configure the import
of existing data into the model (DataManager) and define the workflow of their
processing (PipeManager). When modeling a new knowledge domain the domain
is represented by an aggregate that includes freely definable attributes of differ-
ent types. The data types can also be freely defined, by extending predefined
basic data types such as text, integers, and floating point numbers. Further on
attributes can be defined as a set of instances of a particular data type, or as a
compound type, including atomic data types.

Data types can be constrained or specialized for instance by defining ranges
or a fixed set of possible values. In the case of text based data types these values
are called concepts. When defining new data types it is also necessary to define
their similarity measures, which are crucial for case-based reasoning. These sim-
ilarity measures can be defined as simple mathematical functions, in the case
of numerical data types, or, in case of text based data types, as simple string
distance measures. In case of concepts more elaborate similarity measures are
also possible. Concepts can be arranged in lists or orders, forming taxonomies or
similarity matrices. More complex similarities can be modeled using combined
similarity measures where different measures are defined and the highest simi-
larity is taken into account. Such a combined similarity measure can for example
be used to create a model in which two leaves of a given taxonomy are more
similar than the others, like for instance a pair of twins in a set of siblings. In this
example a given family taxonomy would be combined with a similarity matrix
in which the two twins are marked with a higher similarity than the similarity
given by the taxonomy for its respective child leafs.

Once a model has been created it can be filled with data from a multitude
of sources such as simple text or xml files, data bases, data collected by a web
crawler or provided by an MS Exchange or Tamino server. Additional tools such

7 http://www.empolis.com
8 http://www.eclipse.org/
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Fig. 1. e:IAS Architecture, source:[13]

as the TextMiner and different rules pipelets (components of the PipeManager)
can be used for processing the data at import time.

e:IAS itself uses a custom XML dialect to store its models, similarities, pipe/
import definitions etc. The index that is generated from the imported data can
be queried using Java, JSP or web services.

4.2 Requirement Compatibility

e:IAS also meets most of the requirements described in section 3.3 that arise
from the actual knowledge domain. It offers the possibility to define custom
similarity measures for data types and combine any number of them into a com-
bined similarity measure, which is implemented in such a way that all included
measures, are consulted and the highest value is taken into account. Switching
between individual similarity measures during the system’s runtime is realized
using adaptation rules that are a part of e:IAS.

The aforementioned circular similarity measure which is needed in order to
model temporal attributes has been realizedby modelling the individual months as
textual concepts and using a similarity matrix with manually defined similarities.
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Fig. 2. Data Type Language in e:IAS

The multiple case bases concept as described in 2.1 can also be realized us-
ing e:IAS. We did this by creating one aggregate per case base within a single
instance of e:IAS. Aggregates in e:IAS are completely independent from each
other, but having them inside one instance allows them to share data types,
thus creating a shared vocabulary. In the context of our application domain this
is particularly useful since we do have shared data types such as region or disease
that would otherwise have to be copied and synchronized manually.

Since e:IAS has been under active development for several years, incorporates
previously developed successful knowledge management tools such as orenge or
SmartFinder and has also been successfully deployed in numerous industrial
applications like the SIMATIC Knowledge Manager [14] we are confident that
its overall performance and security will meet our requirements. The required
open API is also provided in the form of a Java API that can be used in Java
programs or from within JSP.

4.3 Shared Data Types and Similarities in e:IAS

The shared data types within our knowledge model are languages, diseases,
geographic regions, medication, transmission ways, symptoms or parts of disease
patterns. In this section we will show some examples how we modeled different
kinds of data types and their according similarities.

The data type language contains a list of languages in which data is stored.
Each case base contains this attribute, so we have to define it once and can use
it in all case bases. Figure 2 shows the definition of this data type in e:IAS. On
the left hand side of the figure the concepts are displayed and for each concept
we are able to define synonyms ensuring an appropriate mapping.

Another data type which is used by more than one case base is region, because
it describes the region of the destination, the regions in which a disease might
occur, as well as the region a hospital is situated in. Figure 3 shows how concepts
can be modeled in a taxonomy including their similarity definitions. The numbers
underneath each concept in the taxonomy in figure 3 are the similarities if Jersey
is requested.
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Fig. 3. Taxonomy Excerpt of the Data Type Region in e:IAS

Fig. 4. Taxonomies of the data type disease
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This taxonomy represents the geographical classification and furthermore
e:IAS allows to combine more types of classification, for instance, using climatic
aspects. The taxonomy represents only one view to define the similarities. For
more context dependable similarities we can define a matrix containing all coun-
tries and their subsumptions and define another similarity measure. During the
retrieval process both measures are considered and the highest similarity will be
included in the calculation.

Contextual similarities can be defined by creating concepts with more than
one taxonomy which enables the system to represent information in one attribute
using multiple taxonomies. Each taxonomy represents its respective similarity
model. Figure 4 shows the data type facilities containing different kinds of facil-
ities and multiple orders. Each order can assign its own similarity measure and
during indexing process all orders are considered.

5 docQuery in the Context of SEASALT and CoMES

The realization of the modular, cross-linked knowledge model with e:IAS is only a
part of the general development of the SEASALT architecture [2], which is based
on the CoMES approach, our underlying research vision [1]. docQuery as a real-
life application gives us the opportunity to evaluate the concepts and techniques
we developed in CoMES and SEASALT by implementing them on an existing
knowledge domain, using a well-established industrial strength tool and thus
testing their adequacy and feasibility. Of course not all parts of the SEASALT
architecture can be implemented using e:IAS, which is why this paper focuses
on docQuery’s knowledge provision part. The knowledge acquisition part which
is mostly concerned with natural language processing and classification will be
implemented separately.

The implementation of an architecture such as docQuery’s is not a typical
application of e:IAS, since it uses several cross-linked case bases and demands
features like the switching of case bases or similarity measures during runtime,
which is not yet implemented. We plan further extensions, using semantic de-
scriptions of knowledge sources for instance based on [15], with respect to im-
proving the hybrid and decentralized/distributed reasoning capabilities as well
as the problem solving capabilities in configuration-like tasks.

6 Conclusion and Outlook

In this paper we presented the realization of a modular, cross-linked knowledge
model with e:IAS, an industrial knowledge management and CBR tool. We in-
troduced travel medicine as our application domain and the docQuery project
which aims to provide complete and reliable information for individual journeys
considering all aspects a travel medicine physician would do. Within docQuery
we introduced its different case bases and the way they can be queried and com-
bined. Based on this model we then described the requirements that arise from
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our architecture and its underlying knowledge domain with regard to knowledge
modeling, similarity measures, system performance, and accessibility.

We then presented e:IAS, a knowledge management tool, which is based on
CBR and developed by empolis introduced its underlying concepts and basic
usage, and evaluated it, according the earlier stated requirements. Following
this, we illustrated how we realized docQuery’s modular, cross-linked knowledge
model using e:IAS and explained how we implemented the novel functionalities
using IAS’s on-board utilities. Further on, we illustrated how this implementa-
tion fits in the general context of our work on SEASALT and CoMES.

docQuery is still work in progress. We are currently building up our knowledge
base and plan to further expand it, both manually and by mining knowledge from
the corresponding community of experts. Apart from the knowledge acquisition
part our next steps will be finding a sensible way of switching similarity measures
during run time in order to realize contextual similarities. We also plan to launch
a first prototype soon in order to optimize our request strategies based on realistic
queries.
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Abstract. The paper proposes applying Gene Expression Programming
(GEP) to induce expression trees used subsequently as weak classifiers.
Two techniques of constructing ensemble classifiers from weak classifiers
are investigated in the paper. The working hypothesis of the paper can
be stated as follows: given a set of classifiers generated through applying
gene expression programming method and using some variants of boost-
ing technique, one can construct the ensemble producing effectively high
quality classification results. A detailed description of the proposed GEP
implementation generating classifiers in the form of expression trees is
followed by the report on AdaBoost and boosting algorithms used to
construct an ensemble classifier. To validate the approach computational
experiment involving several benchmark datasets has been carried out.
Experiment results show that using GEP-induced expression trees as
weak classifiers allows for construction of a high quality ensemble clas-
sifier outperforming, in terms of classification accuracy, many other re-
cently published solutions.

Keywords: gene expression programming, classification, ensemble
methods.

1 Introduction

Appropriately combining information sources to form a more effective output
than any of the individual sources is an effective approach used in a variety
of areas. In machine learning there are several situations motivating combining
multiple learners. For example, Benett [4] argues that ”it may not be possible
to train using all the data because data privacy and security concerns prevent
sharing the data. However, a classifier can be trained over different data subsets
and the predictions they issue may be shared. In other cases, the computation
burden of the base classifier may motivate classifier combination. When a clas-
sifier with a nonlinear training or prediction cost is used, computational gains
can be realized by partitioning the data and applying an instance of the clas-
sifier to each subset. In other situations, combining classifiers can be seen as a
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way of extending the hypothesis space or relaxing the bias of the original base
classifier”. Among methods based on classifier combination one can mention cas-
cade generalization [12], stacking [27], and boosting [22], [3]. In this paper we
propose an ensemble method integrating the gene expression programming with
the AdaBoost algorithm. Ensemble methods are methods that first solve a clas-
sification or regression problem by creating multiple learners each attempting to
solve the task independently, then use a procedure specified by the particular
ensemble method for selecting or weighing the individual learners. Apart from
the already mentioned stacking and boosting, other example combination meth-
ods include composite classifiers [5], voting pool of classifiers [2], combination of
multiple classifiers [13] and [17], classifier ensembles [6], [16], and many others.
An excellent review of the classifier combination methods can be found in [16].

As Polikar [21] observes there are two types of classifier combination: classifier
selection and classifier fusion. In classifier selection, each classifier is trained to
become an expert in some local area of the feature space. In classifier fusion
all classifiers are trained over entire feature space. In this case, the classifier
combination process involves merging individual (weaker) classifiers to obtain a
single (stronger) expert of superior performance. The ensemble method proposed
in this paper belongs to the classifier fusion category.

Although theoretical results [7] indicate there is no a priori choice of algorithm
which will perform best over all problems, experience has shown that some algo-
rithms can dominate large classes of problems. However, even when an algorithm
outperforms another algorithm across a problem set, combining the algorithms
can lead to better results than either alone. There are many concrete situations
where weak classifiers can help improve the performance of a strong classifier [4].

In the research reported in this paper, ensemble of weak classifiers is induced
using gene expression programming (GEP). Hence, the working hypothesis of the
paper can be stated as follows: given a set of classifiers generated through apply-
ing gene expression programming method and using some variants of boosting
technique, one can construct an ensemble classifier producing effectively high
quality classification results.

The paper is organized in sections. Section 1 contains the introduction and
the hypothesis studied in the paper. Section 2 provides a short overview of the
gene expression programming application to classification problems and a more
detailed description of the proposed GEP implementation generating classifiers
in the form of expression trees. Section 3 reports on AdaBoost and boosting
algorithms used to construct the ensemble system as well as on its proposed
modification. Section 4 shows results of the computational experiment. The final
section contains conclusions and a proposal for future research.

2 Using Gene Expression Programming to Induce
Classifiers

Gene expression programming introduced by Ferreira [9] is an automatic program-
ming approach. In GEP computer programs are represented as linear character
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strings of fixed-length called chromosomes which, in the subsequent fitness eval-
uation, can be expressed as expression trees of different sizes and shapes. The ap-
proach has flexibility and power to explore the entire search space, which comes
from the separation of genotype and phenotype. As it has been observed by Fer-
reira [10] GEP can be used to design decision trees, with the advantage that all
the decisions concerning the growth of the tree are made by the algorithm itself
without any human input, that is, the growth of the tree is totally determined and
refined by evolution. Ferreira in her paper [10] proposed two different algorithms
to grow the trees. The first one induces decision trees with nominal attributes,
and the second one was developed for handling numeric attributes but, in fact,
can handle all kinds of attributes.

The ability of GEP to generate decision trees makes it a natural tool for solving
classification problems. Ferreira [10] showed several example applications of GEP
including classification. The approach was based on the tree induction algorithm
proposed by the author. Weinert and Lopes [26] apply GEP to the data mining
task of classification by inducing rules. The authors proposed a new method for
rule encoding and genetic operators that preserve rule integrity. They also imple-
mented a system, named GEPCLASS which allows for the automatic discovery
of flexible rules, better fitted to data. Duan with co-authors [7] claimed to im-
prove efficiency of GEP used as a classification tool. Their contribution includes
proposing new strategies for generating the classification threshold dynamically
and designing a new approach called Distance Guided Evolution Algorithm.
Zeng with co-authors [29] proposed a novel Immune Gene Expression Program-
ming as a tool for rule mining. Another approach to evolving classification rules
with gene expression programming was proposed in [30]. A different example of
GEP application to classification problems was proposed by Li and co-authors
[19]. They proposed a new representation scheme based on prefix notation which
brings some advantages as compared with the traditional approach. Wang and
co-authors [25] proposed a GEP decision tree system. The system can construct
decision tree for classification without prior knowledge about the distribution of
data. Karakasis and Stafylopatis [15] proposed a hybrid evolutionary technique
for data mining tasks, which combines the Clonal Selection Principle with Gene
Expression Programming. The authors claim that their approach outperforms
GEP in terms of convergence rate and computational efficiency.

In this paper two-class classification of data with numeric and categorical at-
tributes is considered. Gene expression programming is used to induce expression
trees which correspond to rules. The data that satisfy the rule are classified as
the first class and those for which the rule does not work - as the second class.

As usual when applying GEP methodology, the algorithm uses a population
of chromosomes, selects them according to fitness and introduces genetic varia-
tion using several genetic operators. Each chromosome is composed of a single
gene divided into two parts as in the original head-tail method [9]. The size of
the head (h) is determined by the user with the suggested size not less than
the number of attributes in the dataset. The size of the tail (t) is computed as
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chromosome) expression tree)

OR.(>, 1, 0.57).NOT.(≤, 10, 0.16) · · · OR

(>, 1, 0.57) NOT

(≤, 10, 0.16)

Fig. 1. One chromosome and a corresponding expression tree

t = h(n − 1) + 1 where n is the largest arity found in the function set. In the
computational experiments the functions are: logical AND, OR and NOT. Thus
n = 2 and the size of the chromosome is h+t = 2h+1. The terminal set contains
triples (op, attrib, const) where op is one of relational operators <, ≤, >, ≥, =,
�=, attrib is the attribute number, and finally const is a value belonging to the
domain of the attribute attrib. As usual in GEP, the tail part of a gene always
contains terminals and head can have both, terminals and functions. Observe
that in this model each chromosome is syntactically correct and corresponds to
a valid expression. Each attribute can appear once, many times or not at all. This
allows to define flexible characteristics like for example (attribute1 > 0.57) AND
(attribute1 < 0.80). On the other hand, it can also introduce inconsistencies like
for example (attribute1 > 0.57) AND (attribute1 < 0.40). This does not cause
problems since a decision subtree corresponding to such a subexpression would
evaluate it to false. Besides, when studying the structure of the best classifiers
in our experiments the above inconsistencies did not appear.

The expression of this kind of genes is done in exactly the same manner as in
all GEP systems. In Fig. 1 an example of a gene and a corresponding expression
tree is given. The start position (position 0) in the chromosome corresponds to
the root of the expression tree (OR, in the example). Then, below each function
branches are attached and there are as many of them as the arity of the function
- 2 in our case. The following symbols in the chromosome are attached to the
branches on a given level. The process is complete when each branch is completed
with a terminal. The number of symbols from the chromosome to form the
expression tree is denoted as the termination point. For the discussed example,
the termination point is 4 therefore further symbols are not meaningful and are
denoted by · · · in Fig.1. Subsequent symbols in the gene are separated by dots
and in the tree the terminals are drawn as ovals. The rule corresponding to the
expression tree from Fig. 1 is:

IF (attribute1 > 0.57) OR NOT (attribute10 ≤ 0.16) THEN Class1.
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In fact, the above rule was taken as an example from the solution to the Sonar
dataset described later in the paper. It was used in one of the shots of the 10
cross validation experiment. It classifies the learning set with accuracy 0.80 and
0.85 for the test set.

The algorithm for learning the best classifier using GEP works as follows.
Suppose that a training dataset is given and each row in the dataset has a
correct label representing one of two classes {0, 1}, where 0 represents Class0 -
false, and 1 represents Class1 - true. In the initial step the minimal and maximal
value of each attribute is calculated and a random population of chromosomes
is generated. For each chromosome the symbols in the head part are randomly
selected from the set of functions AND, OR, NOT and the set of terminals of type
(op, attrib, const), where the value of const is in the range of attrib. The symbols
in the tail part are all terminals. To introduce variation in the population the
following genetic operators are used:

– mutation,
– transposition of insertion sequence elements (IS transposition),
– root transposition (RIS transposition),
– one-point recombination,
– two-point recombination.

Mutation can occur anywhere in the chromosome. We consider one-point mu-
tation which means that with a probability, called mutation rate, one symbol in
a chromosome is changed. In case of a functional symbol it is replaced by an-
other randomly selected function, otherwise for g = (op, attrib, const) a random
relational operator op′, an attribute attrib′ and a constant const′ in the range
of attrib′ are selected. Note that mutation can change the respective expression
tree since a function of one argument may be mutated into a function of two
arguments, or vice versa.

Transposition stands for moving part of a chromosome to another location.
Here we consider two kinds of transposable elements. In case of transposition
of insertion sequence (IS) three values are randomly chosen: a position in the
chromosome (start of IS), the length of the sequence and the target site in the
head - a bond between two positions. For example consider the chromosome C
with head=6, defined below. The termination point is 7.

0 1 2 3 4 5 6 7 8 9
OR AND AND (>, 1, 0) (=, 2, 05) (>, 1, 2) (<, 1, 10) (>, 3, 0) (<, 3, 5) · · ·

Suppose that IS is defined as: start position=6, length=2, target=0. Then
a cut is made in the bond defined by the target site (in the example between
symbol 0 and 1), and the insertion sequence (the symbols from positions 6 and 7)
is copied into the site of the insertion. The sequence downstream from the copied
IS element loses, at the end of the head, as many symbols as the length of the
transposon. The resulting chromosome is shown below:
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0 1 2 3 4 5 6 7 8 9
OR (<, 1, 10) (>, 3, 0) AND AND (>, 1, 0) (<, 1, 10) (>, 3, 0) (<, 3, 5) · · ·

Observe that since the target site is in the head, the newly created individual
is always syntactically correct though it can reshape the tree quite dramatically
as in the above case. The termination point is 3 for the new chromosome.

In case of root transposition, a position in the head is randomly selected, the
first function following this position is chosen - it is the start of the RIS element.
If no function is found then no change is performed. The length of the insertion
sequence is chosen. The insertion sequence is copied at the root position and
at the same time the last symbols of the head (as many as RIS length) are
deleted. For the chromosome C defined before and RIS sequence starting with
the function AND at the position 2, of length 2 the resulting chromosome is
defined as:

0 1 2 3 4 5 6 7 8 9
AND (>, 1, 0) OR AND AND (>, 1, 0) (<, 1, 10) (>, 3, 0) (<, 3, 5) · · ·

Again the change has quite an effect since the termination point is now 9.
For both kinds of recombination two parent chromosomes P1, P2 are randomly

chosen and two new child chromosomes C1, C2 are formed. In case of one-point
recombination one position is randomly generated and both parent chromosomes
are split by this position into two parts. Child chromosomes C1 (respectively, C2)
is formed as containing the first part from P1 (respectively, P2) and the second
part from P2 (and P1). In two-point recombination two positions are randomly
chosen and the symbols between recombination positions are exchanged between
two parent chromosomes forming two new child chromosomes. Observe that
again, in both cases, the newly formed chromosomes are syntactically correct no
matter whether the recombination positions were taken from the head or tail.

During GEP learning, the individuals are selected and copied into the next
generation based on their fitness and the roulette wheel sampling with elitism
which guarantees the survival and cloning of the best chromosome in the next
generation. The fitness of a chromosome C is calculated as follows. The expres-
sion tree T corresponding to C is generated. For each row from the dataset the
outcome of T is compared with the label. The ratio of correctly classified rows
to the size of the dataset is the fitness of chromosome C. The algorithm of GEP
learning is shown below.

Algorithm 1 (GEP weak learning)
Input: training data with correct labels representing two classes, integer NG spec-
ifying the number of generations,
Output: classifier C

create chromosomes of the initial population,
repeat NG times the following:

1. express chromosomes as expression trees,
calculate fitness of each chromosome,
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2. keep best chromosome,
3. select chromosomes,
4. mutation,
5. transposition of insertion sequence elements,
6. root transposition,
7. one-point recombination,
8. two-point recombination.

calculate fitness and keep the best chromosome - classifier C

3 Ensemble System Constructed from GEP Induced
Expression Trees

As suggested in [22] a weak classifier can be considerably improved by boosting.
The general idea is to create an ensemble of classifiers by resampling the training
dataset and creating a classifier for each sample. In each step the most informa-
tive training data is provided - for example those for which the previous classifier
misclassified. Then an ensemble of generated classifiers together with an intelli-
gent combination rule proves often to be a more efficient approach. Freund and
Schapiro [11] suggested a refinement of a boosting algorithm called AdaBoost.
For a predefined number of iterations T , the following procedures are performed.
In the ith step, according to the current distribution - which is uniform in the
first iteration, a sample is drawn from the dataset. The best classifier Ci is found
for the sample and using the whole dataset the error of the current classification
is calculated. The distribution is updated so that the weights of those instances
that are correctly classified by the current classifier Ci are reduced by the factor
depending on the error, and the weights of misclassified instances are unchanged.
Once T classifiers are generated ’weighted majority voting’ is used to classify the
test set. The idea is to promote those classifiers that have shown good perfor-
mance during training - they are rewarded with a higher weight than the others.
The details are shown below.

Algorithm 2 (AdaBoost using GEP as a weak learner)
Input: training dataset
LD = {(xi, yi) : yi ∈ {0, 1}, i = 1, . . . , N}
with N examples and correct labels representing two classes, test dataset TD,
integer T specifying the number of iterations,
Output: qc- quality of the AdaBoost classifier.

1. Initialize the distribution

D1(i) = 1
N , i = 1, . . . , N

2. for t=1 to T do
2.1 select a training dataset St, a subset of LD
drawn for the current distribution,
2.2 call Algorithm 1 for the dataset St,
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receive the classifier Ct,
2.3 calculate the error of the classifier Ct

εt =
∑

Ct(xi) 
=yi
Dt(i),

set βt = εt/(1− εt)

2.4 update the distribution

if Ct(xi) = yi then Dt(i) := Dt(i)× βt

2.5 normalize the distribution

Dt+1(i) = Dt(i)/Zt, Zt =
∑

i Dt(i)

3. test the ensemble classifier {C1, C2, ...,CT}
in the test dataset TD

3.1 qc:=0
3.2 for each instance (x,y) from TD
3.2.1 calculate

V i =
∑

Ct(x)=i log (1/βt), i = 0, 1

3.2.2 if V0 > V1 then c:=0 else c:=1
3.2.3 if c=y then qc:=qc+1
3.3 qc:=qc/size of TD

As follows from the above in each iteration t the distribution weights of those
instances that were correctly classified are reduced by a factor βt and the weights
of the misclassified instances stay unchanged. After the normalization the weights
of instances misclassified are raised and they add up to 1/2, and the weights of
the correctly classified instances are lowered and they also add up to 1/2. What
is more, since it is required that the weak classifier has an error less than 1/2, it
is guaranteed to correctly classify at least one previously misclassified instance.
In the ensemble decision those classifiers which produced small error and βt is
close to zero, have a large voting role since 1/βt and logarithm of 1/βt are large.
In our second boosting algorithm, which is called MV-boosting in the sequel,
the AdaBoost algorithm is modified so that simple majority voting is used by
the ensemble.

Algorithm 3 (MV-boosting using GEP as a weak learner)
Input: training dataset
LD = {(xi, yi) : yi ∈ {0, 1}, i = 1, . . . , N} with N examples and correct labels
representing two classes, test dataset TD, integer T specifying the number of
iterations,
Output: qc- quality of the classifier.

1. Initialize the distribution

D1(i) = 1
N , i = 1, . . . , N
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2. for t=1 to T do
2.1 select a training dataset St,

a subset of LD drawn for the current distribution,
2.2 call Algorithm 1 for the dataset St,

receive the classifier Ct,
2.3 calculate the error of the classifier Ct

εt =
∑

Ct(xi) 
=yi
Dt(i),

set βt = εt/(1− εt)

2.4 update the distribution

if Ct(xi) = yi then Dt(i) := Dt(i)× βt

2.5 normalize the distribution

Dt+1(i) = Dt(i)/Zt, Zt =
∑

i Dt(i)

3. test the ensemble classifier {C1, C2, ...,CT}
in the test dataset TD

3.1 qc:=0
3.2 for each instance (x,y) from TD
3.2.1 calculate for i=0,1
Vi= the number of classifiers which classified x as the class i
3.2.2 if V0>V1 then c:=0 else c:=1
3.2.3 if c=y then qc:=qc+1
3.3 qc:=qc/size of TD

The time complexity of Algorithm 1 is O(N ·NG · psize) where N is the size
of the training set, NG is the number of generations, and psize is the size of the
population. Thus the time complexity of Algorithm 2 and 3 is O(T ·N ·NG·psize)
where T is the number of iterations in, respectively, AdaBoost and MV-boosting.

4 Computational Experiment Results

To evaluate the proposed approach computational experiment has been car-
ried out. The experiment involved the following datasets from the UCI Machine
Learning Repository [1]: Wisconsin Breast Cancer (WBC), Australian Credit
Approval (ACredit), German Credit Approval (GCredit), Heart Disease, and
Sonar. Basic characteristics of these sets are shown in Table 1.

In the reported experiment the following classification tools, described in de-
tails in the previous Sections, have been used:

– Expression tree induced by gene expression programming (GEP-only)
– Ensemble of weak classifiers induced by gene expression programming com-

bined through the AdaBoost algorithm (AdaBoost)
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Table 1. Datasets used in the computational experiment

Name Data type Attribute types # of instances # of attributes

WBC Multivariate Integer 699 11
ACredit Multivariate Categorical, Integer, Real 690 15
GCredit Multivariate Categorical, Integer 1000 21
Heart Multivariate Categorical, Real 303 14
Sonar Multivariate Real 208 61

Table 2. Computation parameter settings

Tool # of individuals in GEP # of iteration in GEP # of trees in the ensemble

GEP-only 800 100 -
AdaBoost 100 50 100
MV 100 50 50

Table 3. Percent of the correct classifications and its standard deviations

Dataset GEP-only AdaBoost MV-boosting

WBC 95,4 +/- 3,92 97,7 +/- 2,15 98,6 +/- 1,79
ACredit 84,7 =/- 2,39 89,3 +/- 2,98 86,4 +/- 3,89
GCredit 77,7 +/- 3,09 80,5 +/- 4,27 80,07 +/- 3,80
Heart 83,0 +/- 3,31 85,7 +/- 3,86 88,0 +/- 6,12
Sonar 85,9 +/- 9,67 90,6 +/- 7,32 92,3 +/- 6,68

– Ensemble of weak classifiers induced by gene expression programming com-
bined through boosting with the majority voting (MV-boosting).

Computations have been run with the parameter settings shown in Table 2.
Probabilities of genetic operations have been set as follows: mutation rate -
0,5; root transposition, IS transposition, one-point recombination and two-point
recombination - all 0,2.

Performance measures (% of the correct classifications and its standard devi-
ation) have been averaged over ten tenfold independent cross-validation runs for
each of the investigated datasets. The respective experiment results are shown
in Table 3.

Table 4 contains comparisons of the best out of the two - AdaBoost and MV-
boosting called GEP-ensemble, with several literature-reported results. It can
be easily seen that the proposed ensembles outperform all recently published
classifiers, which we have been able to identify. There are, of course some draw-
backs. The approach requires setting values of numerous parameters (numbers
of iteration, population size, probabilities of genetic operations). This requires
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Table 4. GEP-ensemble versus literature-reported results (% correct classifications
and its standard deviation)

Dataset GEP-ensemble Reported Method & Source

WBC 98,6 +/- 1,79 98,5 +/- n.a. GEPCLASS (5CV)[26]
96,5 +/- 2,00 GEP rules [30]
97,0 +/- n.a. AdaBoost with LGG [24]

ACredit 89,3 +/- 2,98 86,9 +/- n.a. SVM + GA[14]
86,1 +/- n.a. Globoost [24]
85,9 +/- n.a. C4.5 [17]

GCredit 80,7 +/- 3,80 79,5 +/- n.a. LS-SVM [20]
79,0 +/- n.a. Bay. F. D. [20]
77,9 +/- 3,97 SVM+Ga [14]

Heart 88,0 +/- 6,12 85,1 +/- 0,50 28-NN [28]
82,2 +/- 7,60 GEP rules [30]
77,5 +/- n.a. C4.5 [17]

Sonar 92,3 +/- 6,68 90,5 +/- n.a. Fuzzy C-Means [23]
87,5 +/- 0,80 1-NN Euclid [28]
84,9 +/- n.a. Boostexter [24]

an extensive fine-tuning phase. On the other hand, we have observed that apart
from the numbers of iteration the remaining parameters do not play a deci-
sive role from the point of view of the efficiency of computations and classifiers
performance.

5 Conclusions

The presented research allows to draw the following conclusions:

– Gene expression programming is a versatile and useful tool to automatically
induce expression trees.

– Using GEP-induced expression trees as weak classifiers allows for construc-
tion of a high quality ensemble classifiers outperforming, in terms of classi-
fication accuracy, many other recently published solutions.

– High quality of the ensemble classifier performance can be attributed to the
diversity of weak classifiers induced by GEP.

– The computational experiment carried out does not allow to decide which
of the two ensemble constructing techniques used is more effective although
boosting with the majority voting seems to have slight advantage over the
AdaBoost.

Future research should focus on extending the approach to an arbitrary num-
ber of classes as well as to considering multigenic chromosomes with each gene
representing single rule as a decision subtree.
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Abstract. In this study, a new classification model based on projection with 
Double Nonlinear Integrals is proposed. There exist interactions among 
predictive attributes towards the decisive attribute. The contribution rate of each 
combination of predictive attributes, including each singleton, towards the 
decisive attribute can be re presented by a fuzzy measure. We use Double 
Nonlinear Integrals with respect to the signed fuzzy measure to project data to 
2-Dimension space. Then classify the virtual value in the 2-D space projected by 
Nonlinear Integrals. In our experiments, we compare our classifier based on 
projection with Double Nonlinear Integrals with the classical method- Naïve 
Bayes. The results show that our classification model is better than Naïve Bayes. 

Keywords: Nonlinear Integrals, Projection, Classification. 

1   Introduction 

Many classification methods have been proposed based on various approaches [1]. Due 
to nonlinearity existing in the real world, some linear methods can not satisfy the 
requirement with high classification accuracy. However, the contribution rate of each 
combination of predictive attributes including each singleton towards the decisive 
attribute can be represented by a fuzzy measure. The nonadditivity of the fuzzy 
measure reflects the interactions among the feature attributes. Recently, many methods 
which attempt to use nonlinear integrals as aggregation tools [3],[4],[5],[6] has 
obtained quite encouraging results. In these existing methods, if there are m classes and 
n predictive attributes, then m sets of fuzzy measures are used and )( 22m n −  values of 
fuzzy measures are needed to be determined.  

Unlike the methods above, another method called WCIPP (Weighted-Choquet-Integral 
based Projection Pursuit) use a weighted Choquet Integral as a projection tool [7].  
In WCIPP, only one fuzzy measure defined on the power set of the set of all feature 
attributes is used to describe the importance of each feature attribute as well as their 
interactions[8],[9],[10] towards the classification of the records. The original classification 
problem in n-dimensional space is transformed to a one-dimensional space problem 
through the optimal projection based on fuzzy integrals. But plenty of information may  
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be missed in the projecting process. In some special cases which will be described  
in following sections, there exists projection overlapping when the data to be classified 
have special distribution in the data space, such as one group of the data is surrounded  
by the data of another group, or the number of classes for the data is large. This will lead  
to lower classification accuracy. So we propose a new classification model based on 
Double Fuzzy Integrals in this paper. Double Fuzzy Integrals can lessen loss of 
information due to the intersection of different classes on real axis in WICPP. Accuracy 
will be increased accordingly. Computation complexity will be linearly increased, but be 
acceptable still.  

This paper is organized as follows. Section 2 describes the construction of the 
classification model based on projection with Double Nonlinear Integrals in detail. The 
experimental results of the new classification model for each dataset are presented in 
Section 3. Section 4 gives the conclusions and some directions for future work. 

2   Classification Based on Nonlinear Integrals 

In classification, we are given a data set consisting of l  example records, called 
training set, where each record contains the value of a decisive attribute, Y , and the 
value of predictive attributes nxxx ,,, 21 K . Positive integer l  is the data size. The 

classifying attribute indicates the class to which each example belongs, and it is a 
categorical attribute with values coming from an unordered finite domain. The set of all 
possible values of the classifying attribute is denoted by mcccC ,,, 21 K= , where each 

kc , ,1=k  m,,2 K , refers to a specified class. The feature attributes are numerical, and 

their values are described by an n-dimensional vector, ( )(,),(),( 21 nxfxfxf K ). The 

range of the vector, a subset of n-dimensional Euclidean space, is called the feature 
space. The jth observation consists of n feature attributes and the classifying attribute 
can be denoted by )),(,),(),(( 21 jnjjj Yxfxfxf K , lj ,,2,1 K= . 

In this section, a method of classification based on nonlinear integrals will be 
presented. It can be viewed as the idea of projecting the points in the feature space onto a 
virtual space by double nonlinear integral, and then using a linear classifier to classify 
these points according to a certain criterion optimally. The parameters are obtained by 
using an adaptive genetic algorithm. Good performance of this method comes from the 
use of the fuzzy measure and the relevant nonlinear integral, since the nonadditivity of 
the fuzzy measure reflects the inherent interactions of the feature attributes towards the 
discrimination of the points. In fact, each feature attribute has respective important index 
reflecting their amounts of contributions towards the decision. Furthermore, the global 
contribution of several feature attributes to the attribute of classification is not just the 
simple sum of the contribution of each feature to the decision, but may vary nonlinearly. 
A combination of the feature attributes may have mutually restraining or a 
complementary synergy effect on their contributions towards the classification. So the 
fuzzy measure defined on the power set of all feature attributes is a proper representation 
of the respective importance of the feature attributes and the interactions among them, 
and a relevant nonlinear integral is a good fusion tool to aggregate the information 
coming from the feature attributes for the classification. The following are the details of 
these basic concepts and the mathematical model for the classification problem. 
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2.1   Fuzzy Measures and Nonlinear Integrals[11] 

Let nxxxX ,,, 21 K= , be a nonempty finite set of feature attributes and )(XP  be the 

power set of X .  

Definition 2.1. A fuzzy measure, μ , is a mapping from )(XP  to ),0[ ∞  satisfying the 
following conditions: 

1) 0)( =φμ ; 
2) .)(,),()(  XPBABABA ∈∀≤⇒⊂ μμ  

Set function μ  is nonadditive in general. If 1)( =Xμ , then μ  is said to be regular. 

The monotonicity and non-negativity of fuzzy measure are too restrictive for real 
applications. Thus, signed fuzzy measure, which is a generalization of fuzzy measure, 
has been defined [12] and applied. 

Definition 2.2. A set function ),()(: +∞−∞→XPμ is called a signed (non-monotonic) 
fuzzy measure provided that 0=∅)(μ . 

A signed fuzzy measure allows its value to be negative and frees monotonicity 
constraint. Thus, it is more flexible to describe the individual and joint contribution 
rates from the predictive attributes in a universal set towards some target. To be 
convenient, ,}),,({}),({,}),({}),({ 2121 KK xxxxx n μμμμ }),,,({ 21 nxxx Lμ are sometimes 

abbreviated by nn ...121221 ,,,,, μμμμμ KK , respectively. 

Definition 2.3. Let μ  be a non-monotonic fuzzy measure on )(XP  and f  be a 
real-valued function on X . The Choquet integral of f  with respect to μ  is obtained 
by 

,)()]()([ αμαμμμ αα dFdXFfd
0

0

∫∫∫
∞

∞−
+−=  

Where { }αα ≥= )(xfxF , for any ),( ∞−∞∈α , is called the f of cut−α . 

To calculate the value of the Nonlinear Integral of a given real-valued function f , 
usually the values of f , i.e., ),(,),(),( n21 xfxfxf L  should be sorted in a 

nondecreasing order so that )'()'()'( 21 nxfxfxf ≤≤≤ K , where )',','( 21 nxxx K  is a certain 

permutation of ),,( 21 nxxx K . So the value of Nonlinear Integral can be obtained by  

,})'''({)]'()'([ ,.....1,1  xxxxfxffd niii

n

1i

i +−
=

−=∑∫ μμ  

where .)( ' 0xf 0 =  

The Choquet integral is based on linear operators to deal with nonlinear space. 

Definition 2.4. Let μ , υ  be two fuzzy measures on )(XP . The double Nonlinear 
integral of a function ],[- ∞∞→X :f  with respect to μ and υ  is defined by 

.,  fd fddvfd ><= ∫ ∫∫ νμμ  
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Where υ  is determined after the values of μ .The value of Double Nonlinear Integral 
is the coordinates of the virtual data in the 2-D space projected by Nonlinear Integrals. 
In fact, the double nonlinear Integrals is the superposed version of classical Nonlinear 
Integrals. 

2.2   Projection Based on Nonlinear Integrals 

Based on nonlinear integrals, we can build an aggregation tool that projects the feature 
space onto a virtual space which maybe 1-dimenstional, 2-Dimensional or more 
dimensional. Under the projection, each point in the feature space becomes a value of 
the virtual variable.  

A point ))(,),(),(( 21 nxfxfxf K  is projected to be Ŷ , the value of the virtual 

variable, on a real axis through a nonlinear integral defined by ∫= μfdŶ . Once the 

value of μ are determined, we can calculate virtual value Ŷ  from f . Figure 1 
illustrates the projection from a 2-D feature space onto a real axis, L, by the nonlinear 
integral. The contours being broken are due to the nonaditivity of the fuzzy measure. 
The points on the same projection line have the same set of fuzzy measure values, so 
they can be projected onto the same location. In our model, we used the signed fuzzy 
measure in Nonlinear Integrals, so the direction of projection can show differently due 
to different signs of fuzzy measures. 

Projection to 1-D makes the original information simple. But some useful 
information for classification may be left out, which leads to overlapping situation as 
fig.2. That star in the right position represents a point misclassified by projection to 
1-D. We can’t classify it with the other points around it very well.  

As described above, overlapping of classification on 1-D space exists in real world 
problems indeed. When this situation comes up, we need add more information to 
classify. So the 1-D space is stretched to 2-D space. Except that the first fuzzy measure 

μ is learned, another fuzzy measure ν  must be introduced into the classification  
model. The learning process of the second fuzzy measure is similar to the previous one. 
The real axis on the 1-Dimension space is used as one axis of the 2-Dimension space.  
 

 

Fig. 1. Projection onto axis by nonlinear integrals 
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Fig. 2. Overlapping in Projection to real axis 

 

Fig. 3. Projection to 2-D due to overlapping in Projection in 1-D 

Then we learn the second fuzzy measure ν  using GA and the value of the fuzzy 
integral respect to ν  is distributed on the other direction in 2-Dimension space. The 
linear classifier is used as fitness function on to classify the points projected to 
2-Dimension space with fuzzy integrals. The graphical representation of projection 
with Fuzzy Integrals to 2-D is shown to fig. 3. The vague one in fig. 2 can be projected 
again into the 2-Demension space in fig. 3 and separated from the other class. 

We can classify the cases according to the virtual values on the axis projected by 
nonlinear integrals. But overlapping situations among classes may exist in data on real 
axis projected by fuzzy integrals. To solve this problem, we need to retain more 
information of the original space by adding the degree of dimensionality. Then more 
information needs to be added into the model. So a mapping can be denoted by 

2n RR:M → . To reflect the intersection among the predictive attributes towards the 
classification better, another signed fuzzy measureν , defined on the power set of X , is 
used for measuring the strength of contribution from each individual predictive 
attributes in different point of view. The values of fuzzy integrals with respect to μ  and  
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ν  constitute the coordinates of original data in 2-Dimension space. Then we can 
classify these points in 2-D using a linear classifier. The two fuzzy measures can be 
learned by Genetic Algorithm to get optimal values in order to obtaining high accuracy. 

2.3   GA-Based Adaptive Classifier 

Now, based on the Choquet integral, we want to find an appropriate formula that 
projects the n-dimensional feature space onto a real axis, L , such that each point 

))(,),(),(( 21 nxfxfxff K=  which can be written in brief format ),,,( 21 nffff K=  

becomes a value of the virtual variable that is optimal with respect to the classification. 
In such a way, each classification boundary is just a point on real axis L . 

The classification process can be divided into two parts to implement. 

1) The nonlinear integral classifier depends on the fuzzy measures μ  and ν , 
so determining the optimal values of μ  and ν  is in the first place of our 
work; 

2) When the fuzzy measures μ  and ν  are determined, the virtual values y'  
can be obtained by using fuzzy integral. So, we must decide how to 
classify these virtual values on 2-Dimension space.  

The following subsections focus on the above problems respectively. 

GA Based Learning Fuzzy Measure. Here we discuss the optimization of the fuzzy 
measure μ  under the criterion of minimizing the corresponding global 
misclassification rate which is obtained in the second part above. 

In our GA model, we use a variant of original integrand f, fbaf
rr

+=' , to substitute, 

where a
r

 is a vector to shift the coordinates of data and b
r

is a vector to scale the values 

of predictive attributes. Here, a
r

 and b
r

 attempt to balance the scales of the predictive 
attributes in case that they have different measurement units. Each chromosome 

represents fuzzy measure μ , shifting vector a
r

 and scaling vector b
r

. A signed fuzzy 
measure is 0 at empty set. If there is n attributes in training data, a chromosome has 

2n1-2n +  genes. Genetic operations are traditional methods. At each generation, for 
each chromosome, all variables are fixed and the virtual values of all training data are 
calculated using the fuzzy integral with respect to the signed fuzzy measure, so the 
classification function used in the second part is used as the fitness function and the 
misclassification rate is used as fitness value. 

In our model, projection to 2-D based on fuzzy integrals is adopted for higher 
accuracy. So we must repeat above described optimal process. In first step, we get  
the optimal value of the first fuzzy measure and the feature space is projected to 
1-Dimension space. The real axis on the 1-Dimension space is used as one axis of  
the 2-Dimension space in the step 2. Then we learn the second fuzzy measure ν  using 
GA and the value of the fuzzy integral respect to ν  is distributed on the other direction 
in 2-Dimension space. The linear classifier is used as fitness function on 2-Dimension 
space. 
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Linear Classifier for the Virtual Values. After determining the fuzzy measure μ  and 

ν , shifting vector a
r

, scaling vector b
r

 and the respective classification function from 
the training data in GA, original data in the n-dimensional feature space are projected 
onto 2-Dimension space using fuzzy integrals. One linear classifier is needed to 

classifying the virtual data ),,,(ˆ
l21 y'y'y'Y L= . Discriminant analysis is introduced in 

details [13]. 
We use Fisher’s linear discriminant[14] function to perform classification in 

projected space. Positive and negative centroids for projected data are determined by 
the following formulas. 

.
'

:
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Ronald Fisher defined Scatter Matrices as )'')('(
:'

±±
±=

± −−≡ ∑ mymyS i
1yy

i
ii

. 

_SSSW += + is called the Within Class Scatter Matrix. Similarly, the Between Class 

Scatter Matrix can be defined as )')(( −+−+ −−≡ mmmmSB . 

So this results in an equivalent expression for Fishers discriminant criterion as a ratio 
between two quadratic forms is  

.
'

)(   
wSw'

wSw
wJ

W

B=  

in which w  represents the direction of projection space. We can solve the 
programming problem maximizing )(wJ . The optimal w  can be represented as 

)(* −+
− −= mmSw 1

w . So the Fisher’s discriminant function is formulated as: 

.)'(*  mnmnywy −−++ ∗−∗−=  

in which ±n  is the sum of observations in each class respectively. Finally, a threshold 

needs to be fixed in order to define a complete classifier. 

3   Experiments 

In this section, we present the results of Classification model by projection with 
Nonlinear Integral to classify two kinds of datasets. One is synthetic datasets which is 
produced randomly and contains two sets with 100 cases and 200 cases respectively. 
All data belong to two classes which show ying-yang distribution as figure 4. The other 
dataset which is selected from UCI[15] is Monk Dataset which includes 3 
sub-problems. They come from the same event space with 6 attributes and 2 
classes[16]. All sub-problems, i.e. Monk1, Monk2 and Monk3, differ in type of the 
target concept to be learned. Especially, 5% of the examples in Monk3 are noise. The 
detailed information is listed in Table 1. 
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Fig. 4. The synthetic data distribution 

Table 1. Description of Datasets 

Datasets Examples Attributes Classes 

Syn_Data1 100 2 2 

Syn_Data2 200 2 2 

Monk1 556 6 2 

Monk2 601 6 2 

Monk3 554 6 2 

 
For implementing our new classifier based on nonlinear integrals, GA tool in Matlab 

v7.2 Programming is called combining with Fisher’s discriminant function. In our 
experiments, all parameters in GA are set with the default values. We design the 
generation limit which is 100 as the stopping criteria.  

We adopt 10-fold cross validation method to make sure that the testing data can 
cover the whole dataset. That means that we randomly break the data into 10 sets of size 
of n/10, train on 9 sets and test on 1, and repeat 10 times in turn and take the mean 
result. After ten iterations, all data are used for testing and the average can be computed 
to evaluate the performance of the classifier based on nonlinear integrals.  

Figure 5 illustrates the classification situation for the synthetic data in 2-D space by 
projection with Double Nonlinear Integrals. The comparison results of projection with 
classical Nonlinear Integrals to 1-D and projection with Double Nonlinear Integrals to 
2-D are listed in table 2. Apparently, the Projection with Double Nonlinear Integrals 
can classified the data better than Projection to 1-D. 

Table 3 show the results of Projection with Double Nonlinear Integrals to 2-D 
compared with the classical method, Naïve Bayes[17]. The best results are highlighted 
in bold. We can see that our new algorithm has higher accuracy than the Naïve Bayes 
for the most cases. 
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Table 2. Comparison Results between 2-D Projection and Classical Projection 

Algorithm 
 

Datasets 

NIC 
with 1-D 

NIC 
with 2-D 

Train accuracy 0.963 0.968 
Dataset1 

Test accuracy 0.836 0.914 

Train accuracy 0.958 0.958 
Dataset2 

Test accuracy 0.909 0.924 

Train accuracy 0.899 0.948 
Monk1 

Test accuracy 0.820 0.862 

Train accuracy 0.711 0.712 
Monk2 

Test accuracy 0.667 0.692 

Train accuracy 0.966 0.966 
Monk3 

Test accuracy 0.950 0.959 

Table 3. Comparison Results between 2-D Projection and Other Methods 

Algorithm 
 

Datasets 

NIC 
with 2-D 

 
NB 

Train accuracy 0.968 0.871 
Dataset1 

Test accuracy 0.914 0.858 

Train accuracy 0.958 0.892 
Dataset2 

Test accuracy 0.924 0.891 

Train accuracy 0.948 0.606 
Monk1 

Test accuracy 0.862 0.661 

Train accuracy 0.712 0.659 
Monk2 

Test accuracy 0.692 0.657 

Train accuracy 0.966 0.928 
Monk3 

Test accuracy 0.959 0.921 

Note: NIC with 1-D stands for Nonlinear Integrals with Projection to 1-Dimension space; NIC 
with 2-D stands for Nonlinear Integrals with Projection to 2-Dimension space; and NB stands 
for Naïve Bayes. 

 
We introduce the new algorithm for solving the problem existing in projection to 

1-Dimension space with Nonlinear Integrals. From the table 2 we can see the aim for 
improving has gotten. The performance of NIC with 2-D has greatly enhanced for NIC 
with 1-D. Except for that, it is enough to prove that our new algorithm can win over 
some classical method although we just compare it with NB. 
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Fig. 5. The graphical representation of classification for the synthetic dataset with 200 cases 

4   Conclusions and Future Work 

In this paper, a new classification model based on projection with Double Nonlinear 
Integrals has been proposed. This method has good performance using the signed fuzzy 
measure and the nonlinear integral, since the nonadditivity of the fuzzy measure 
reflects the importance of the feature attributes, as well as their inherent interactions. 
Projection to 2-Dimension based on Double Nonlinear Integrals enhances the 
performance due to solving the intersection situations in projection onto 1-Dimension 
space. However, the computation complexity is just increased linearly, which is 
acceptable. 

In future work, we will compare our new model with more classical methods to 
evaluate its performance and extend projection to 2-D based on fuzzy integrals to more 
dimensional space if necessary so that better performance can be obtained. 
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Abstract. In classification tasks it may sometimes not be meaningful
to build single rules on the whole data. This may especially be the case if
the classes are composed of several subclasses. Several common as well as
recent issues are presented to solve this problem. As it can e.g. be seen
in Weihs et al. (2006) there may result strong benefit from such local
modelling. All presented methods are evaluated and compared on four
real-world classification problems in order to obtain some overall ranking
of their performance following an idea of Hornik and Meyer (2007).

1 Introduction

In the context of local modelling it has to be distinguished between global classi-
fication models generating one single classification rule that holds for the entire
data and local classification models that do not hold for the entire population
but rather for a subsample (see e.g. Morik et al., 2004). To give an idea of the
problem, three simple examples of different artificial data sets in the two dimen-
sional space are shown in Figure 1. Both data sets on the left hand side can be
correctly classified using single discrimination rules as they result from e.g. linear
or polynomial svms or linear or quadratic discriminant analysis. Contrariwise,
the right plot shows data where a combination of two rules is necessary to obtain
a good classification model.

Proposed classification methods in literature that perform local modelling
may be split into several groups according to their way of performing the local
modelling task. For some of the methods the classes are assumed to be composed
of several subclasses each. A first distinction might be whether these subclasses
have to be given in the training data or not.

Section 2 describes different approaches to local modelling: methods that as-
sume the subclasses to be specified (section 2.1) as well as methods that perform
an implicit subclass detection (section 2.2). Furthermore, in section 2.3 some
common classification methods are mentioned that implicitly perform some sort
of local modelling.

In section 3 all methods are evaluated. Four real-world data sets are introduced
in this paper. Methods to evaluate the performance of the different methods are
presented in section 3.2: a statistical test to judge significant dominance of some

P. Perner (Ed.): ICDM 2008, LNAI 5077, pp. 153–164, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Examples of classification rules for different data sets. Left: rule generated by a
linear svm, middle: rule resulting from quadratic discriminant analysis, right: example
of data where one single rule is not sufficient for discrimination.

of the methods as well as a method to derive a consensus ranking of them as a
combination from their results on the four different data sets. The results of the
study are shown in section 3.3.

2 Local Modelling in Classification

2.1 Known Subclasses in the Training Data

Combining local hypotheses
To motivate the task of combining several local hypotheses in case of known
subclasses of the training set let us introduce some first example:

Example 1: music data
The classification problem concerning the music data set consists in register clas-
sification by means of timbre characteristics, i.e. without any information about
the underlying fundamental frequency (for details see e.g. Weihs et al., 2006).
The variables are formed by masses and widths of the fundamental frequency
and the first twelve harmonics (see Figure 2), summing up to 26 variables in
total. The data set consists of 432 tones (= observations) played by 9 differ-
ent instruments/voices. The goal was to predict the correct register (i.e. high
or low). Using the well-known linear discriminant analysis (Fisher, 1936) which
is known to perform well and robust under a lot of data situations (see e.g.
Hastie et al. 2001, p.89 or Michie et al., 1994) resulted in a (cross validated)
unsatisfyingly high error rate of 0.352.

The idea of local modelling may result here in building local classification
models for each instrument (denoted by l) separately. We can consider the pop-
ulation to be the union Ω = ∪L

l=1Ωl of subpopulations. The problem consists in
prediction of a new observation if the instrument (and thus the choice of the local
model) is not known. The resulting task can be formulated as some globalization
of local classification rules.
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Fig. 2. Variables of the register classification problem: voiceprint of a male singer
(boxplots of tones over an entire song)

Imagine all local (subpopulation-)classifiers returning local class posterior
probabilities

P (k|l, x) (1)

where k = 1, . . . , K denotes the class, x the actual observation and l = 1, . . . , L
is the index of the local model, i.e. the instrument.

Among several issues that were investigated by Weihs et al. (2006) the Bayes
rule

k̂ = arg max
k

∑
l

P (k|l, x)P (l|x) (2)

showed best performance for the musical register classification problem. To im-
plement equation 3 an additional classifier has to be built to predict the presence
of each local model l for a given new observation x. All classification models,
the local ones from equation 4 as well as the one in equation 3 can be built by
any classifier returning posterior probability membership values, e.g. using linear
discriminant analysis. Doing so improved the error rates on the music data set
up to 0.263. Note that – since only posterior probabilities are used to build the
classification rule – all models can be build on different subsets of variables. A
variable selection can be performed e.g. using the stepclass algorithm, minimiz-
ing cross-validated error rates or also using Wilk’s Λ statistic. Both methods are
implemented in the statistical software package klaR of the statistical program-
ming language R (see Weihs et al., 2005).

Unequal subclasses of the classes
The data situation as it is described in example 1 is not of a very general nature.
Thus, we introduce a second data set:
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Example 2: crystallization data
The crystallization data set consists of 2746 observations. 37 features were
obtained from image analysis and the goal is to automatically classify correctly
whether an object is of crystalline nature or not, specified by three different
classes i.e. different types of crystallization (for details, see Wilson 2006). Each
of the classes is composed of several subclasses. Figure 3 shows an example
image of each of seven subclasses (with the corresponding class given in paren-
theses).

Fig. 3. Exemplary images from (sub)classes of the crystallization data set. Subclasses
(and corresponding classes) from left to right: empty image (negative, i.e. poor results),
rubbish (negative), precipitate (possible, i.e. results could be optimized to give crystals),
quite interesting (possible), very interesting (possible), crystal clusters (positive, i.e.
crystalline results), crystal (positive).

It can be seen that each of the subclasses (let them be denoted by lki , i =
1, . . . , nk where k is the class index) can be mapped to one and only one of the
three classes. From a classification rule for the subclasses that yields subclass
membership posterior probabilities P (lki |x) for any new observation x one can
derive a Bayes classification rule as

k̂ = argmax
k

nk∑
i=1

P (lki |x). (3)

Szepannek and Weihs (2006) show that this approach can be considered as a
generalization of the upper case of subpopulations as they are given by the
instruments in the register classification task. Each class (register) can be con-
sidered to be composed of subclasses of some register played by the different
instruments.

Note that a classification model for prediction of the correct subclass lki has
to be build on one explicit choice of a subset of variables. Szepannek and Weihs
(2006) therefore suggest to perform (sub)class wise modelling on possibly dif-
ferent variable subspaces using the pairwise coupling algorithm of Hastie and
Tibshirani (1998) to construct a classification rule from the K(K + 1)/2 pair-
wise decisions. Going back to example 1, due to this kind of subclass pair specific
variable selection it has been possible to further improve the error rate to 0.243.
This method will be referred to as LocPVS.
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2.2 Unknown Subclasses in the Training Data

Mixture discriminant analysis
A different situation is given when the subclass memberships are not specified
in the training data. In such situations some kind of preliminary clustering will
be necessary. A classic algorithm of this sort of methods is mixture discriminant
analysis (MDA) (Hastie and Tibshirani, 1996). Here, each class k is modelled as
a mixture of Gaussians

P (X |k) =
nk∑
j=1

πlkj
φ(X ; μlkj

, Σ). (4)

The mixture weights πlkj
as well as the distribution parameters are trained by

the EM algorithm (Dempster et al., 1977).

Common components
In the common components model (Titsias and Likas, 2001) the conditional
density of class k is

P (X |k) =
∑

l

πlkφ(X ; μl, Σl) for k = 1, . . . , K, (5)

where πlk represents the conditional prior P (l|k) of the lth local model given
class k.

The densities φ(X ; μl, Σl) do not depend on k. Therefore all class conditional
densities are explained by the same mixture component densities. This motivates
the name common components.

In order to calculate the class posterior probabilities, the parameters μl and
Σl as well as the priors πlk and Pk are estimated based on maximum likelihood
and the EM algorithm. A derivation of the EM steps is given in Titsias and
Likas, 2001.

Hierarchical approach
The hierarchical mixture classifier (Titsias and Likas, 2002) can be considered
as an extension of the common components classifier. We still assume that the
data are generated by L local models. But additionally, we suppose that the
data generated by each local model l consist of class-labeled subgroups that are
modeled by the densities φ(X ; μkl, Σkl) for k = 1, . . . , K.

Then the class conditional densities take the form

P (X |k) =
∑

l

πlkφ(X ; μkl, Σkl) for k = 1, . . . , K. (6)

Here, the mixture component densities φ(X ; μkl, Σkl) depend on the class la-
bels k and hence, in contrast to the common components approach, each class
conditional density is described by a separate mixture.
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Fig. 4. Illustration of the hierarchical mixture model. The density P (X; θl) is indexed
by the parameter θl = (μ1l, . . . , μKl, Σ1l, . . . , ΣKl). The unconditional density P (X; θ)
depends on θ = (θ1, . . . , θL).

Figure 4 shows the differences between the common components and the hi-
erarchical approach. In the common components model P (X ; θ) is a mixture
of the component densities φ(X ; μl, Σl) that do not depend on the class labels
whereas in the hierarchical approach P (X ; θl) is described by another mixture
of φ(X ; μkl, Σkl).

The parameters and priors are estimated by two different algorithms (referred
to as HM1 and HM2) that are both based on EM. Details can be found in Titsias
and Likas (2002).

Localized discriminant analysis
In localized discriminant analysis (LLDA) (Czogiel et al., 2007) observation spe-
cific classification models are built, depending on the explicit observation to be
classified: for any new observation x normal distribution parameters μ̂k and Σ̂
are calculated by weighting the training observations xi according to their dis-
tance ||x− xi||. The weight wi for training observation xi are determined using
some kernel function

wi = K(||x− xi||). (7)

In empirical studies a RBF kernel of type

K(||x− xi||) = exp(−γ||x− xi||) (8)

showed good results where the free parameter γ has to be chosen according to
the explicit problem (e.g. using cross validated optimization). Principally, the
principle can be applied using any classifier not only LDA.

2.3 Methods Performing Implicit Local Modelling

Apart from the methods mentioned above performing an explicit local modelling
there are also several common methods that implicitly do so. They all share the
property that the nature of their resulting rules of class assignment do allow
for more than one single rule per class. k nearest neighbours classifiers do repre-
sent an extreme case where each training observation represents such a local rule.
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support vector machines using RBF kernels also allow for different local models
of the classes as well as decision trees (Breiman et al., 1984) and their bagged
cousins random forests (Breiman, 2001). Also, learning vector quantization (Ko-
honen, 1995) should be mentioned here.

3 Comparative Study

3.1 Data Sets

Two data sets have already been introduced in examples 1 and 2: the music data
set and the crystallization data. For the empirical study of this paper two more
data sets that are assumed to posses local structures are used:

Example 3: medical diagnosis data
The data set comprises 794 patients recruited at the general practitioner’s office
with the aim to screen for a disease with a complex profile. The features that
should be used to allow for the disease status of a patient are 6 biomarkers se-
lected from an initial biomarker pool as the most promising ones with respect
to this diagnostic task. The cases stand now for diseased and the controls for
non-diseased patients. However, the control group has in the screening frame a
natural subclass structure, being composed of 4 different diseases with a similar
symptomatic with the disease in case.

Example 4: vowel recognition
The fourth data set comes from the domain of automatic speech recognition:
25ms segments from the center of 389 vowel pronounciations are extracted from
the TIMIT speech data base (see Garofolo et al., 1993). Each data entry is of
one of six different phonemes: {/ah/, /ax/, /ae/, /ih/, /ix/, /uh/}. According to
Lee and Hon (1989) some of the original phoneme transcriptions can be sum-
marized due to their similar sound. These are /ih/ (like ’bit’) and /ix/ (like
’roses’) as well as /ah/ and /ax/ so that there finally remain the four vowel
classes {/a/, /ae/, /i/, /uh/}. These vowel classes are chosen to represent the
four extreme positions of articulation. 13 standard MFCCs (see e.g. Davies and
Mermelstein, 1980) are extracted from the sound signal and used as features for
classification.

3.2 Methodology

Developing consensus rankings
The idea is to use the experimental results of the different methods on the four
data sets to derive a consensus method ranking following a concept of Hornik
and Meyer (2007).

Consider latent scores πi denoting the probability of method i to yield the
best results among the set of proposed classifiers for any classification problem.
Then πij = πi

πi+πj
is the probability that method i will outperform method j.
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Let rijn be 1 if method i has been observed to outperform method j on data
set n = 1, . . . , N and 0 otherwise. Then (assuming independence of all observed
paired comparisons which is of course not true since all comparisons are made on
the same data sets) one can derive the likelihood for a given set of {π1, . . . , πM}:

L(π1, . . . , πM ) =
∏
i<j

(
N∑N

n=1 rijn

) ∏M
i=1 π

(
�

j �=i

�N
n=1 rijn)

i∏
i
=j(πi + πj)N

. (9)

Maximization results in solving

π̂i =

∑
i
=j

∑N
n=1 rijn

N(
∑

j 
=i(π̂i + π̂j)−1)
(10)

which can be done iteratively (see David, 1988). This model is called Bradley/
Terry model (Bradley and Terry, 1952).

Testing performance
To be able to judge whether one method outperforms another on a specific (real
world) data set a test suggested by Dietterich (1995) is used, performing 5x2
fold cross validation.

The reason for using 2 fold cross validation are non-overlapping training sets.
Moreover, a large test set is necessary for convergence of the distribution of the
errors towards normality.

Let Δ
(m)
ij,q = err

(m)
i,q − err

(m)
j,q with err

(m)
i,q being the test error of method i on

the mth half of the training set in the qth repetition of 2 fold cross validation.
Furthermore,

s2
ij,q :=

∑
m

(Δ(m)
ij,q − Δ̄ij,q)2. (11)

Assuming independence s2
ij,q/σ2

ij ∼ χ2
1 with σ2

ij being the ’true’ variance of the
approximative error difference distribution. Dietterich (1995) observed instable
variance estimates s2

ij,q and thus proposed a stabilization over five repetitive
cross validations:

s2
ij :=

1
5

5∑
q=1

s2
ij,q. (12)

Finally, he proposes the test statistic

Tij :=
Δ

(1)
ij,1

s2
ij

∼approx. t5 (13)

to test whether one of both methods outperforms the other one.

3.3 Results

All methods were used to classify all N = 4 real data sets both on the entire set of
features and on a feature subset resulting from application of Wilk’s Λ feature
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subset selection (see Weihs et al., 2005). The better of both results has been
chosen for each method. Free parameters are specified based on optimizing error
rates on a separate test-training split on the data in order to avoid overfitting.
All computations were implemented using the statistical programming language
R (Ihaka and Gentleman, 1996). Linear discriminant analyses (Fisher, 1936) are
also implemented to obtain a reference baseline for classification results if no
local modelling is carried out.

A consensus ranking of the methods is derived from estimates π̂i of the
Bradley/Terry model of paired comparisons where rijn = 1 if method i sig-
nificantly (α = 0.05) outperforms method j on data set n according to the test
by Dietterich (1995) and rijn = 0.5 if neither method i nor method j performed
significantly better.

The results are given in Table 1. The first four columns show the averaged
5x2 cross validated test error rates. All four data sets illustrate quite different
data situations among the results of the different methods:

Table 1. Mean 5x2cv error rates of the different methods. In bold: methods not
performing significantly worse than the best method.

Method music crystal diagnosis vowel consensus π̂i

LocLDA 0.257 0.187 0.107 0.344 0.237
LocPVS 0.268 0.188 0.132 0.348 0.118
RBF SVM 0.281 0.203 0.106 0.362 0.112
Random forests 0.238 0.205 0.095 0.376 0.107
MDA 0.293 0.217 0.111 0.373 0.102
HM2 0.287 0.218 0.108 0.442 0.070
kNN 0.336 0.224 0.114 0.393 0.067
HM1 0.288 0.221 0.108 0.467 0.051
LDA 0.345 0.210 0.130 0.345 0.051
LVQ 0.325 0.236 0.117 0.416 0.038
CC 0.296 0.337 0.116 0.545 0.025
CART 0.310 0.280 0.109 0.494 0.020

For the music data strong improvements are observed for some of the local
modelling approaches, namely random forests, localized discriminant analysis
and the Bayes approach for known subclasses (LocPVS). Local modelling shows
to be strongly beneficial compared to the ’global’ LDA rule.

Classification of the crystallization data shows the best results for the same
methods as in the musical register classification problem: LLDA, LocPVS, ran-
dom forests and RBF SVMs are the top four classifiers.

On the medical diagnosis data set a bunch of classifiers shows similarly good
results. Random forests perform best but not significantly better than the other
methods. The worst error rates are obtained using the global LDA classifier or
LocPVS. This result indicates that the prespecified natural subclass information
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Fig. 5. Resulting consensus ranking of the methods: π̂i of the Bradley/Terry model

is not helpful in this case for the classification task. It might be worth to perform
unsupervised local modelling.

For the vowel data set the best results are obtained using the standard LDA
rule or its localized alternative LLDA. This indicates that the subclass-grouping
as it is proposed by Lee and Hon (1989) is meaningful and local modelling can
not improve the performance in this case.

The last column of Table 1 shows the final consensus ranking (see also Fig-
ure 5): as it could have been expected random forests and RBF-SVMs which
turned out to yield good results in a couple of other benchmarking studies (see
e.g. Meyer et al., 2003) and which perform an implicit local modelling are also
among the top classifiers here.

The most stable results are observed for localized discriminant analysis. Ac-
cording to the estimates, better results are between four and five times more
probable using localized LDA compared to standard LDA classification rules on
our data sets. Nevertheless, random forests have the lowest error rates for two
of the data sets.

Quite good results are also observed for the known-subclasses Bayes rule
(LocPVS), RBF-SVMs and standard mixture discriminant analysis, all being
twice as probable to outperform standard LDA.

Finally one has to notice that the observed results only represent a survey of
our experiences on local modelling. A new data set may of course be of different
structure und thus the performance of the methods need not necessarily be related
to our observations. The study has to be understood rather as an approach to
give a hint towards the general performance of different methods following the
approach of local modelling.
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4 Summary

In this paper the idea of local modelling of classification problems is presented on
four real-world data sets. Several methods are presented that take into account
local modelling, among them both standard methods and recently developed
ones as well as some common methods that do implicitly perform local modelling.

All methods are compared using statistical tests of performance on the real
world data examples. In order to summarize the results a consensus ranking of
the classification methods is derived from the results giving a hint towards their
general performance.

It turned out that local modelling in classification may lead to significant
improvements in terms of the error rates in some but not all situations.

Nevertheless, the presented data do by no means represent an exhaustive sam-
ple of all possible data sets and thus interpretation of the results has to be made
carefully. Additional results of a simulation study for different data situations
and some of the presented methods are given in Schiffner(2008).
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Improving Imbalanced Multidimensional Dataset

Learner Performance with Artificial Data
Generation: Density-Based Class-Boost

Algorithm

Ladan Malazizi, Daniel Neagu, and Qasim Chaudhry

Abstract. Improving the learner performance over imbalanced and
multidimensional datasets raises a challenging task for machine learn-
ing community. Although a salient characteristic in data modeling is the
amount of data provided for the learner, the proportional distribution of
that data in each class has also direct relationship with the classifier per-
formance. In imbalanced datasets when data is distributed into different
classes, various in size, understanding of data structure and character-
istics plays an important role in improving the learner accuracy. In this
paper we introduce a new approach that combines the information gained
from traditional classification algorithms, confusion matrix parameters
and density-based clustering to generate artificial data in order to in-
crease the learner performance. First a classification algorithm is run on
training data. Then the confusion matrix is studied and the True Positive
(TP) rate of each class is measured. The class with the lowest TP rate is
selected. Using density-based clustering we identify the centroid of the
class and measure the samples distribution in multidimensional space in
the next step. With the values gained from Probability Density Function
estimations for clusters, extra samples are generated and added to the
original dataset to rebalance the class proportion and the weight of dif-
ferent classes in the whole training set. Our method has been evaluated
in terms of TP, F-Measure and also overall accuracy against a number of
Demetra (toxicology) and UCI datasets. Our method provides an insight
view of the data structure and characteristics in order to identify how
much and where the data need to be added for increasing the classifica-
tion accuracy of the learner.

Keywords: Imbalanced multidimensional dataset, Class-Boost, Density-
based Clustering.

1 Introduction

In data mining, classification learning is a supervised learning scheme that uses
knowledge gained through the training process of classified instances for clas-
sification of unseen examples. One of the main issues for classifier during this
process is the samples distribution of classes or class balance. Imbalanced or
skewed [1] dataset, affect the performance of classification algorithms. The over
represented classes provide enough information for training the classifier because
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of their sufficient number of samples against the under represented class. Real
world scientific applications often face this problem for a number of reasons [2].

For instance, in toxicology domain this problem is severe. When the chemical
compounds need to be tested on different species, high toxicity chemicals cannot
be sampled as many as low toxicity compounds. In these datasets the impor-
tant task of classification has to focus on high toxic chemical compounds since
misclassification of high toxic chemicals may lead to disastrous consequences.

In this paper we propose a new approach, which combines the supervised clas-
sification task with unsupervised clustering in order to maximize the knowledge
gained from the data characteristics. Firstly selected datasets from Demetra
project [3] and UCI [4] repository are trained using a classification algorithm. At
the second stage the poorly classified samples are identified by studying the pro-
duced confusion matrix of classification task. Then TP rate for these samples is
measured and compared with other samples belonging to classes with higher clas-
sification accuracy or TP. The class with lowest prediction accuracy produced on
its samples is separated and used for the density-based clustering task study. This
task is performed on the selected class in order to identify the samples distribu-
tion density inside its clusters. The cluster, which contains more samples or with
higher prior probability would be identified as the representative set.

Based on the class population and also cluster density, artificial data are
generated. The generated data are added to the original dataset and a new
training dataset is constructed. With this method we increase the classification
accuracy of the less represented class and in most cases with effect on learner
accuracy on other classes and also the overall prediction accuracy.

This paper is organized as follows. Section two describes related work in this
field. Section three introduces the Probability Density Clustering method, it
provides a brief description of statistical measures used in this paper and also
the artificial data generation process. The description of the Density-based Class-
Boost Algorithm (DCBA) comes at the end of section 3. The proposed method
is evaluated in section four. Conclusions and further work finalize the paper.

2 Related Work

Various approaches and methods have been proposed to tackle imbalanced data
problem. One of these methods is one-sided selection [5] in which the border-
line/negative examples or the ones overlapping in two class dimensional space
are removed.

Another method is DataBoost-IM approach [6]. According to this method
the hard examples from minority and majority class are identified. Then the
synthetic samples are generated using the hard samples and added to the original
dataset. The class distribution and the total weights of the different classes in
the new training set are re-balanced at the last stage.

Guided re-sampling technique [7] is another solution which first determines
the subcomponents within each class. The element in each subcomponent is
re-sampled until each subcomponent has the same number of examples as biggest
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subcomponent. Then the between-class imbalance is eliminated by randomly
selecting and duplicating members of the minority class.

SMOTHBoost [8] is another method which increases the learner performance
in classification of minority class with creating synthetic instances by operating
in the feature space rather than data space. Using this method a new minority
class sample is created in the neighborhood of the minority class target.

There are also some methods which down-size the majority class in order to
equalize the distribution of two classes [9] [10]. All these methods concentrate
on the two-class problem with minority and majority class: either over-sampling
or under-sampling presentation by overlooking the distribution of the class sub-
components [7]. The statistical relationships between these elements is not ad-
dressed in detail. This could be very important in terms of how the new samples
are generated in order to improve this relationship and help the learner in the
classification process.

3 Density-Based Class-Boost Algorithm(DCBA)

The Density-based Class-Boost Algorithm applies to multi-class domain problem
and is based on insight view of class characteristics in order to determine the
distribution density of class samples. The idea is based on boosting the core
of the hard recognizable class in order to highlight class influence zones [11] or
boundaries. The algorithm is presented in Figure 2.

3.1 Probability Density Clustering

Clustering is based on a statistical model called finite mixture. A mixture is a set
of k probability distributions of k clusters. The distribution gives the probability
that an instance has a certain set of attribute values if it was identified to be a
member of that cluster [12].

With Probability Density Clustering there are few parameters measured for
each attribute in the data set and also each cluster within a class. For each
attribute, mean, standard deviation and sampling probability are produced. For
each cluster S with mean (μS) and a standard deviation (σS), if the classification
is already determined for each sample then:
mean(average):

μ =
1
n

n∑
1

Xi (1)

standard deviation:

σ2 =
1

n− 1

n∑
1

(Xi − μ)2 (2)

Sampling Probability for the class (S), P(S)= the estimation of the number
of instances belonging to the class.



168 L. Malazizi, D. Neagu, and Q. Chaudhry

With these parameters already identified, the probability that instance x be-
longing to cluster S is:

P (S|x) =
P (x|S)P (S)

P (x)
(3)

where P (x|S) is the density function for:

S, f(x; μS , σS) =
1√

2πσS

e
−(x−μS)2

2σ2
S (4)

Finally the joint probability of an instance is calculated as a sum of the prob-
abilities of all its attributes which is produced as prior probability of instances
distribution for each cluster [12] [13]. Figure 1 shows the Density-based cluster-
ing for class 3 in Demetra Trout dataset [3].

3.2 ROC Analysis/Evaluation Measures

In this paper we use a number of measures which are produced by confusion
matrix during classification process. A brief description is provided below.

- Confusion Matrix: In a binary dataset when the classification is performed
the prediction for each sample has four possible outcomes: True Positive, False
Positive, True Negative and False Negative. They are produced in the form of
Confusion Matrix.
- Overall Accuracy= TP+TN

TP+TN+FP+FN
- True Positives are the members of the class that have been predicted correctly
for which the predicted and actual value for class membership are equal.
- True Positive Rate= TP

TP+FN = Recall
- Recall: Shows the proportional relationship between TP and FN rate.
- Precision: Shows the proportional relationship between TP and FP.
- Precision = TP

TP+FP
- F-Measure: This statistical figure simply produces the relationship between
Precision and - Recall as follows: F= 2PR

(R+P )

3.3 Artificial Data Generation

As the weak class is identified after first training with the classifier (the class
with lowest TP rate), unsupervised Density-based Clustering is performed.

For every single attribute, mean, standard deviation and sampling prior prob-
ability are calculated. The determining facts for the size of additional artificial
data generation are:

- the whole class proportion (the number of samples in target class). In some
cases the target class members are as little as four in OralQuail data set.
In order to affect the learner performance, enough artificial data need to be
generated. Table 1 shows the number of classes and also samples in each
class in all data sets.
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- the cluster size inside the class (the number of samples in the cluster). After
performing Density-based Clustering task, the class is divided into two clus-
ters with different proportion. When the original class members size is small
consequently the constructed clusters would be smaller. For every cluster the
following is applied: if S(x) = S1(x) + S2(x) when a cluster S(x) is consist
of cluster S1(x) and cluster S2(x).

- the effect that the additional data is caused (increase in the classification
accuracy).

The data (numerical values) is generated based on the normal distribution/
mean values of each attribute based on following: If the frequency distribution
has k attributes/features intervals with midpoints: m1, m2, ..., mk and corre-
sponding frequencies f1, f2, ..., fk, then:

Grouped mean x̄ =
�k

i=1 mifi

n =
�

Cells(Midpoint×Frequency)

Totalfrequency [14].

In general in our work the added artificial data size is between 10 to 100
percent. If the constructed training data set (data set with added artificial data)
is identified as Tnm and artificial training data as Tm then:

Tnm = Tn ∪ Tm (5)

Then the artificial data are added to the class. This resized class would replace
the original class in the training data set and the new training set is constructed
and retrained. The stopping point for generation of more artificial data is when
the classification accuracy start decreasing and also no more than the original
set size.

Fig. 1. Density-based clustering on class 3 in Trout dataset: x shows the number of
instances in the class against y which is the value for an attribute ACD1 (-0.57 to 6.99)
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Table 1. Datasets class distribution; note: in Glass dataset class4 had no samples and
it has been deleted. The label for other classes has been shifted accordingly.

3.4 Algorithm Description

Firstly using a Meta learner classification algorithm [12] [15] in Weka [16] the
accuracy for each class is measured (Figure 2 steps 1 and 2). The confusion
matrix is presented after the process, the class with lowest TP rate is selected
as target class (Figure 2 step 3). Sometimes there are two classes with the same
TP rate and both are targeted.

The targeted class or classes are then analyzed and with the help of unsu-
pervised Density-based Clustering (Figure 2 steps 4 and 5) the prior probability
of each cluster is measured. Then within that class, the cluster with highest
prior probability is selected (Figure 2 step 6). At this stage the value of normal
distribution mean of each attribute within the cluster and the frequency of the
midpoint value for the samples (Figure 2 step 7) are used for generating artificial
data. Proportion or sample size in each cluster determines how much data need
to be added. The numerical data is generated in a way that satisfies the cluster
mean. For instance if the mean value for an attribute is about 0.7, with highest
frequency distribution of 0.5-0.6 then the generated numerical values would fall
in this range.

The generated data are added to the cluster in target class and finally to
the original data set and the new training set is constructed (Figure 2 step 8).
The training data is balanced and weights are updated (step 9). The error of
classification is calculated. This computed error is used to update the weights
distribution of the samples (Figure 2 steps 10,11). The data is retrained using
the same classification algorithm and result is presented (Output). The stopping
criteria for adding more artificial data would be determined by overall classifi-
cation accuracy of the whole training set in the consequent modeling.

TP rates of all classes are measured at every step of modeling since our exper-
imental work proves that sometimes the increase in TP rate of one class affects
the decrease of the same statistical measure in another class. Although initially
the less representative class with lowest TP rate is targeted, the performance of
the classification algorithm on all the other classes is also measured and watched
in order to assure the effectiveness of the method.
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Density-based Class Boost Algorithm
Input: Tn, set of n examples x1 = (x1

1, x
2
1, ..., x

m
1 ), x2 = (x1

2, x
2
2, ..., x

m
2 ), xn =

(x1
n, x2

n, ..., xm
n ), with labels ci ∈ C∗

-mi , midpoint of distribution of class/cluster intervals(attribute values)
-fi , corresponding frequencies
-L , number of iterations
For l = 1 to L

1. Initialize distribution weights on samples: Di(xi) = 1
n

for all xi ∈ Tn

2. Train data with meta learner
3. Identify target class Si if TP (Si) = TPmin

4. Calculate P (s|x) = p(x|s)p(s)
p(x)

5. Produce: S, f(x; μS , σS) = 1√
2πσS

e

−(x−μS)2

2σ2
S in which

6. Calculate: P (s|x)whereP (s|x) = p(s|x)min + p(s|x)max

7. For p(s|x)max, generate Tm = {xi, i = (1...m)} when x̄ =

k�

i=1
mifi

n

8. Add artificial data Tm to original data set: Tn ∪ Tm = Tnm

9. Balance training data and update weights
10. Train given the distribution Dl, Sl = learner(T,Dl)
11. Set βl = εl/(1− εl) where εl error of Sl is: Sl, εl =

�

xi∈T,Sl(xi) �=yi

Dl(xi)

Output: S∗(x) =argmax
y∈Y

�

l:Sl(x)=y

log 1
βl

Fig. 2. DCBA algorithm

The experimental results show that the implementation of the method (adding
data to one class) highlights the boundaries and border lines of the other classes
which causes the increase in the overall classification accuracy and also each
individual class (in most cases).

4 Method Evaluation

As it has been mentioned in abstract for the purpose of the evaluation, we have
chosen Trout, Bee, Daphnia, DietaryQuail and OralQuail data sets from real-
world applications provided by Demetra project [3]. We have also selected Glass,
Iris, Wine, Ecolio and Vehicle from UCI Repository [4]. All these datasets are
multi-class and imbalanced (Table 1) except Iris which is multi-class but bal-
anced dataset.

The results of experiment show that the method has been effective in all data
sets in terms of increase in overall classification accuracy. In the case of Iris data
set although the data set is not imbalanced but the original classification accu-
racy (on original data set with no artificial data) for class2 was much lower than
other classes, so we tested the method to see if it is effective in order to increase
the TP rate for this class which was successful.
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Table 2. Classification Accuracy for Demetra Datasets; target classes are in bold

As the results show for Demetra data sets (Table 2) and for UCI data sets
(Table 3) the method not only increased the classification accuracy for the tar-
get class and the overall accuracy of classification but also TP rate, F-Measure
and ROC area of other classes as well (in most cases). In the case of Glass, Bee,
DietaryQuail and Iris data sets after adding artificial data TP, F-Measure and
ROC area increased for all the classes. In the Vehicle data set all the statistical
measured for all the classes have improved except there is a slight decrease in
TP rate of class4 after addition of artificial data. For Daphnia data set although
decrease in values of TP rate and F-Measure for class2 and class3 occurred all
the other statistical measures have improved. In OralQuail except the decrease
in F-Measure for class4 after addition of artificial data the other measures show
good improvement.



Improving Imbalanced Multidimensional Dataset Learner Performance 173

Table 3. Classification Accuracy for UCI Datasets; target classes are in bold

As it is shown in the result table (Table 2) for this data set, the class1 and
class3 in the first run classification had zero TP rate. None of the samples be-
longing to these two classes have been classified correctly. The method shows
good implication for such data sets. In the case of Wine data set all the parame-
ters have improved except the TP rate and F-Measure in class1. For Ecolio data
set the effect is different. For class1 and 5 the result is not satisfactory also for
class3 the F-Measure and ROC area shows decrease but all other parameters for
the rest of the data set is good.

The process of adding artificial data to datasets has been done in one iteration.
The method can be applied and data can be added until the overall classification
start decreasing. The confusion matrix has to be studied after every iteration in
order to target classes with lowest TP rate.
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Table 4. Classification Accuracy for all data sets after testing models

Although the application of the method show decrease in few parameters(TP,
F-Measure or ROC area) in some cases, the overall result is promising and
the method is very effective in severe imbalanced data sets such as Bee and
OralQuail. Table 4 shows the result of the testing gained models (from added
artificial data)on the original data sets (using Cross-Validation). There is a good
increase in classification accuracy after this process. There are three values for
each dataset in this table. For examples in the case of Trout dataset the first
value (54.6) is the overall classification accuracy for the original dataset with
no artificial data. After adding artificial data to class3 the accuracy increased to
(57). Then the dataset with artificial data was tested against the original dataset
which caused the improvement in classification accuracy to (75.5).

5 Conclusion

In this paper we proposed a hybrid algorithm. We combined the supervised
classification process with unsupervised clustering in order to get insight view of
the classes internal components and characteristics. We focused our study and
implementation of our method on imbalanced and multi-class data sets in which
the severe class samples distribution exists.
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We have shown that as long as we understand how class members are con-
structed in dimensional space in each cluster we can reform the distribution and
provide more knowledge domain for classifier. Our results are promising and
show the affect of the method even in special cases such as Demetra data sets
where data is highly imbalanced with very low overall classification accuracy.
Our process of data generation and the way the numerical values are produced
proved to be effective.

The future work will focus on evaluation measures of an algorithm before and
after addition of artificial data in order to see how the additional data could
affect the whole data set characteristics not only the target class. The number
of artificial samples added to the set will also be considered.
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Abstract. The convex and piecewise linear (CPL) criterion functions can be 
specified for the purposes of data clustering or unsupervised learning. The data 
set is in this case composed of feature vectors without additional knowledge in 
the form of vectors categories. The minimisation of the CPL criterion functions 
allows for discovering linear dependence among feature vectors from a given 
data set. Introducing feature costs to the CPL criterion functions allows to 
combine linear dependence examination with feature selection process. 

Keywords: convex and piecewise linear (CPL) criterion functions, feature 
selection, linear dependence of feature vectors. 

1   Introduction 

The main goal of data exploration methods is discovering regularities (patterns) in 
sets of feature vectors of the same structure. Pattern recognition methodology offers 
variety of tools used for realisation of data exploration goals [1], [2], [3]. Many of 
these tools have originated from cluster analysis approach. In accordance with this 
approach, there is an assumed availability of some set of  feature vectors, but without 
additional knowledge about vectors categories. Clusters (groups) of feature vectors 
resulting from application of particular clustering algorithm are supposed to reflect an 
objective similarity between these vectors. Data exploration goals also includes 
discovering dependencies among feature vectors. Depending feature vectors can be 
treated as specific clusters.   

Patterns in streams of feature vectors can be discovered during self-learning 
process in formal neurons [4]. Self-learning process is based on a sequence of feature 
vectors with an unknown category. The self-learning algorithm in a stationary 
environment can lead to the formation of novelty detector or detector of typical 
patterns in a given formal neuron [5]. 

The minimisation of convex and piecewise linear (CPL) criterion functions can be 
used instead of self-learning algorithms. Such criterion functions can be specified on a 
given data set for variety of tasks of exploratory data analysis [6]. In particular, the 
minimisation of the CPL criterion functions gives the possibility for discovering and 
evaluating linear dependencies among feature vectors from a given data set. The CPL 
criterion functions can be also used for designing novelty detectors or detectors of 
typical patterns in formal neurons. The convexity of the criterion functions allows to 
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avoid problems with local solutions. The enlargement of the CPL criterion functions 
with feature costs components gives the possibility to combining the detectors 
designing with feature selection process. 

Discovering linear dependencies among feature vectors from a given data set or 
detectors designing can be realised via using the basis exchange algorithms [7]. These 
algorithms are similar to linear programming and allow to perform the minimization 
task in an efficient manner, even in the case of large amount of multidimensional 
feature vectors. 

2   Self-learning Sequences and Data Sets 

Let us take into considerations the self-learning sequence {x[n]} of feature vectors 
x[n], where n = 1,2,3,….: 

x[1], x[2], x[3], … (1) 

It is assumed here that the sequence {x[n]} (1) is generated independently in each 
step n, in accordance with constant probabilities pj: 

(∀n ∈ {1,2,3,….})    P{x[n] = xj} =  pj (2) 

where xj = [xj1,..,xjN]T (xj ∈RN) is the j-th feature vector (j = 1,…., m). Components xji 
of the vector xj could be numerical results of n standardized examinations of given 
objects Oj (xji ∈{0,1} or xji ∈ R). Each vector xj can be treated as the point of the N-
dimensional feature space  F[N] ⊂ RN. 

The probabilities pj are usually unknown, but they can be estimated from given 
sequence {x[n]} (1) of a finite length n0 in the below manner (n = 1,2,…..., n0): 

(∀j ∈ {1,2,…., m})   pj ≈  nj / n0 (3) 

where nj is the number of the events {x[n] = xj} in the sequence {x[n]} (1) of the 
length n0.  

The self-learning sequence (1) can be aggregated as the data matrix X or as the set 
C of the below form: 

X = [x1,…….., xm]T (4) 

or 

C = {xj, αj} (5) 

where xj is the j-th feature vector (j = 1,…., m), and αj is the nonnegative parameter 
(price). The price αj of  the vector xj can be equal to αj = 1 / m if there is no frequency 
information about the sequence (1) or can be equal to the probability pj estimator             
αj = nj / n0 (3). Let us remark, that the self-learning set C (1) contains no information 
about category related to particular feature vectors xj. 

The formal neurons FN(w,θ) can be defined by the below decision rule: 
 
 



 CPL Clustering with Feature Costs 179 

                                  1        if     wTx  ≥  θ 

  r =  r(w,θ; x) =         

 0        if     wTx  <  θ 

(6) 

where r is the binary output (r∈{0,1}), w = [w1,.......,wN]∈ RN is the weight vector, θ 
is the  threshold (θ  ≥ 0), and x (x ∈RN) is the input vector.  

The formal neuron FN(w,θ) divides the feature space F[N] into two regions (half-
spaces) by the following hyperplane H(w,θ) depending on the weight vector w and 
the threshold θ: 

H(w,θ) = {x:  wTx = θ}                                      (7) 

The feature vector xj activates (r = 1) the formal neuron FN(w,θ) (5) if and only if 
xj is situated on the positive side of the hyperplane H(w,θ) (wTxj ≥ θ). In other words, 
the hyperplane H(w,θ) separates such vectors xj which activate (r = 1) the neuron 
FN(w,θ) from the non-activating vectors.  Such separation depends on the value of 
the weight vector w. 

The weights w of the neuron FN(w,θ) (5) can be formed as a result of self-learning 
process. During such process the sequence of weights {w[n]} is generated in 
accordance with the selected self-learning algorithm on the basis of the sequence 
{x[n]} (1). The self-learning algorithms can be represented and analysed as the 
Robbins-Monro procedure of the stochastic approximation [5]. 

The self-learning process based on the random sequence {x[n]} (1) of input vectors 
x[n] could lead to formation of novelty detector or detector of typical patterns in 
formal neuron FN(w,θ) [4]. The novelty detector is formed if the neuron FN(w,θ) is 
activated (r = 1) mainly by rare feature vectors xj (vectors with low probabilities pj 
(3)). The detector of typical patterns is formed in the neuron FN(w,θ) if this neuron is 
activated mainly by the feature vectors xj with the highest probabilities pj (3). 

Variety of functionalities of the neuron FN(w,θ) (5) can be formed also through 
minimisation of the convex and piecewise linear (CPL) criterion functions  Φ(w) [6]. 

3   Convex and Piecewise Linear (CPL) Penalty and Criterion 
Functions 

Let us consider the convex and piecewise linear (CPL) penalty functions ϕj(w)  
defined on the feature vectors xj from  the self-learning set C (4) [4]: 

(∀xj ∈ C)                                  δ - wTxj          if     w
Txj  ≤   δ          

                           ϕj(w)    =   

                                                  wTxj - δ         if     wTxj  >  δ 

(8) 

where δ is some parameter (margin) (δ ∈ R).  
The penalty functions ϕj(w)  are equal to the absolute values |δ - wTxj| (Fig. 1). 
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ϕ  δ ,j(w ) 

 δ w Tx   

Fig. 1. The penalty function ϕ,j(w) (7) 

Let us define the  criterion function Φ(w) as the weighted sum of the penalty 
functions ϕj(w) (8): 

(∀ (j,j’) ∈ I+)    xj  xj′ (9) 

The positive parameters αj in the function Φ(w) and can be treated as the prices of 
particular vectors xj and can be equal, for example, to the estimators αj = nj / n0 (3) of 
the probabilities pj . 

The criterion function Φ(w) (9) is convex and piecewise linear (CPL) as the sums 
of such type of functions αj ϕj(w).   

Each feature vector xj from the self-learning set C (5) defines the hyperplane hj in 
the parameter (weight) space: 

(∀xj ∈ C)          hj =  {w: (xj)
Tw  =  δ}                           (10) 

The hyperplanes hj (10) are linked to the penalty functions ϕ j(w) (83). The 
function ϕ j(w) (8) is equal to zero if and only if, the vector w is situated on the 
hyperplane hj (xj

Tw = δ).  
Any set of N linearly independent feature vectors xj (j∈ Ik) can be used for 

designing the non-singular matrix (basis) Bk= [xj(1),….., xj(N)] with the columns 
composed from these vectors. The vectors xj (j∈Ik) from this set define such N 
hyperplanes hj (10) which pass through the below point (vertex) wk: 

Bk
Twk  =  δ  =  [δ,…,δ]T =  δ [1,……, 1]T = δ 1 (11) 

or 

    wk  = (Bk
T)-1 δ =  δ (Bk

T)-11 (12) 

In the case of  ′′short′′ vectors  xj[N], when the number m of the vectors xj[N] is 
much greater than the vectors dimensionality N (m >> N), there may exist many bases 
Bk (11) and many vertices wk (12). It can be proved that the minimal value Φ* of the 
criterion functions Φ (w) (9) is situated in one of the vertices wk (12) [6]: 

   (∃wk
*)   (∀w)   Φ(w) ≥ Φ(wk

*) = Φ* (13) 
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Theorem 1. The minimal value Φ(wk
*) (13) of the criterion function Φ(w) (9) with δ 

≠ 0 is equal to zero  (Φ(wk
*) = 0) if and only if all the feature vectors xj from the C (5) 

are situated on some hyperplane H(w,θ) (9) with θ ≠ 0. 
 

Proof.  Let assume that the feature vectors xj from the set C (5) are situated on some 
hyperplane H(w,θ) (7) with θ ≠ 0. In this case, the following equations are fulfilled: 

(∀xj ∈ C)     wT xj
  =  θ     or     (δ / θ ) wT xj

  =  δ (14) 

or 

(∀xj ∈ C)     ϕj((δ / θ ) w) =  0 (15) 

On the other hand, if the conditions ϕj(w) =  0 (8) are fulfilled for all the feature 
vectors xj from the set C (5), then these vectors have to be situated on the hyperplane 
H(w, δ) (7). 

If all the feature vectors xj from the set C (5) are situated on some hyperplane 
H(w,θ) (7) with θ  = 0, then  the minimal value Φ(wk

*) (13) of the criterion function 
Φ(w) (9) with δ = 0 is equal to zero  (Φ(wk

*) = 0).  
Let us now examine properties of the criterion function Φ(w) (9) when feature 

vectors xj are linearly transformed. 

(∀xj ∈ C)   xj′ = A xj (16) 

where A is a non-singular matrix of dimension (N x N) (A-1 exists).  
 

Theorem 2. The minimal value Φ(wk
*) (13) of the criterion function Φ(w) (9) does 

not depend (is invariant) on linear, non-singular data transformations (16).  
 

Proof. The minimal value Φ(wk
*) (13) of the criterion function Φ(w) (9) is located in 

one of vertices wk
* (13). Let us consider the following transformation of the vector 

wk
*: 

wk′ =(A-1) Twk
* (17) 

The below equations result directly from (16)    

(∀xj ∈ C)   (wk′)Txj′ = (wk
*)T(A-1) A xj  = (wk

*)Txj   (18) 

In accordance with the above relations the value of all products (wk
*)Txj can be 

preserved by replacement of the optimal vertex wk
* (13) by the point wk′ (17). As a 

result, the minimal value Φ( wk
*) (13) of the criterion functions Φ(w) (9) is equal to 

the minimal value Φ′(wk′) of the criterion functions Φ′(w) (9) determined on the 
transformed vectors xj′ (16): 

 Φ′(wk′) =  Φ(wk
*)   (19) 

where the minimal point wk′ of the criterion functions Φ′(w) is given by (17).  
It is also possible to assure the invariancy of the minimal value Φ(wk

*) (13) of the 
criterion function Φ(w) (9) in respect to data translations: 
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(∀xj ∈ C)   xj′ =  xj + b (20) 

where b is N-dimensional vector.  
 

Remark 1. The minimal value Φ(wk
*) (13) does not depend (19) on data translations 

(20), if the criterion function Φ(w) (9) is defined on the centred feature vectors xj′′: 

(∀xj ∈ C)    xj′′ =  xj - mx (21) 

where mx is the mean vector with the prices αj (5): 
mx  =  Σ  αj xj 

                    j = 1,….,m 

(22) 

where is the mean vector mx.
 

4   Feature Selection Problem 

Feature selection procedures are aimed at the maximal reduction of the features xi 
which are unimportant for a given problem. Unimportant features xi can be 
characterized by the weights wi equal to zero (wi = 0).  

Let the symbol F = {x1,…..,xN} stand for the set of all features xi used in defining 
the criterion function Φ(w) (9). The feature subset F′ is obtained from the set F by 
neglecting (reduction) of some features xi.  

 
Definition 1. The function Φ(w) (9) is monotonical in respect to features xi neglecting 
if and only if the below implication holds: 

    (F’ ⊂  F)  ⇒  ΦF′
*  ≥  ΦF

* (23) 

where ΦF*
* is the minimal value (13) of the criterion function Φ(w) (9) defined on the 

features xi from the set F’. 
 

Theorem 3. The criterion function Φ(w) (9) is monotonical (23) in respect to 
neglecting features xi.  

 
Proof. The feature subset F’ is obtained from the set F = {x1,…..,xN} by neglecting 
some features xi. It can be assumed that the neglected features xi  are characterized by 
the weights wi equal to zero (wi = 0). The features xi with the weights wi equal to zero 
(wi = 0) can be neglected because such features have no influence on the decision rule 
r(w,θ; x) (6). Neglecting the feature xi can be seen as a result of an additional 
constrain in the below form: 

    (ei)
Tw  = 0  ⇒  wi = 0 (24) 

where ei = [0,…,0,1,0,….,0]T is the i-th unit vector, and w = [w1,.......,wN].  
The minimal value (13) of the criterion function Φ(w) (9) with an additional 

constraint ′wi = 0′ can be not less than the minimal value (13) of the function Φ(w) (9) 
without such constraints.  
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The feature selection problem: For given margin γ (γ  ≥  0) find such minimal feature 
subset F′  (F′ ⊂  F), that 

ΦF ′
* -  ΦF

*  ≤ γ (25) 

where ΦF’ 
* is the minimal value (13) of the criterion function Φ(w) (9) defined on the 

features xi from the set F‘. 
The monotonocity property (23) gives the possibility for an increasing efficiency in 

the solution of the feature selection problem by using the branch and bound strategy 
[2]. 

5   CPL Criterion Function with Features Costs 

Neglecting unessential features xi in the cost sensitive manner can be supported by the 
modified CPL  criterion  function Ψλ(w) in the below form: 

Ψλ(w) =  Φ(w)  + λ Σ γi φi(w) 

                                            i∈I    

(26) 

where Φ(w) is given  by (9), λ is the cost level (λ ≥ 0), γi – is the cost of the feature xi 
(γi  > 0),     I = {1,....,n}, and the cost  functions φi(w) are defined by the unit vectors ei 
= [0,..,1,..,0]T:   

(∀i ∈ {1,….,n})                          -(ei)
 Tw        if   (ei)

Tw < 0 

                      φi(w)  =  |wi|  =                                                               

                                            (ei)
Tw        if   (ei)

Tw  ≥  0 

(27) 

The criterion function Ψλ(w) (26) is the convex and piecewise linear (CPL) as the 
sum of the CPL functions Φ(w) (9) and λ γi φi(w) (26). Like previously (13), we are 
taking into account the optimal point wλ

∗ constituting the minimal value of the 
criterion function Ψλ(w): 

(∃wλ
∗)  (∀w)   Ψλ(w) ≥  Ψλ(wλ

∗)         (28) 

Each CPL cost function φi(w) tends to reach the condition wi = 0 (24) through the 
minimization of the function Ψλ(w) (26) and to reducing the feature xi. The influence 
of the cost functions φi(w) increases with the value of the parameter λ . The increase 
of the cost level λ can lead to reducing additional features xi. 

Each unit vector ei defines the below hyperplane h0,i in the parameter space: 

(∀i ∈ {1,2,…, N})          h0,i =  {w: (ei)
Tw  =  0} (29) 

The minimum point wλ
∗ (46) of the function Ψλ(w) (26) is situated in one of the 

vertices wk’ defined by the equation of the below type (11): 

Bk
T wk’   =  δ’  =  [δ,…, δ, 0,…,0]T (30) 

In this case the columns of the basis Bk can be composed partly of some feature 
vectors xj and partly of some unit vectors ei. The vertex wk′ (30) is the point of 
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intersection of hyperplanes hδ,j  (10) defined by some feature vectors xj and 
hyperplanes h0,i  (29) defined by unit vectors ei. The minimum point  wλ

∗ (28) of the 
function Ψλ(w) (28) is situated in one of such vertices wk′, which is the point of 
intersecting of N hyperplanes hδ,j  (10) and h0,i  (29). Such features xi, which are linked 
to the unit vectors ei in the optimal basis Bk

∗ (30) fulfil the equation (24) and can be 
reduced. The number of the reduced features xi can be increased by increasing the cost 
level λ  value in the criterion function Ψλ(w) (26). 

6   Feature Selection Based on the CPL Criterion Function  Ψλ(w) 

Let us consider the case of ′′long′′ vectors xj[N] of dimensionality N (j = 1,…..,m). In 
this case, the dimensionality N of the vectors xj[N] is much greater then the number m 
of these vectors  (N >> m). Each basis Bk

 (30) in the N-dimensional feature space F[N] 
(xj[N] ∈ F[N]) contains m′ vectors xj[N], where  0 ≤  m′ ≤  m, and N - m′ unit vectors 
ei. It can be proved that the minimal value Ψλ(wk

∗[N]) (28)  of the criterion functions 
Ψλ(w[N]) (26) is situated in one of the vertices wk’ [N]  (30): 

   (∃wk
*[N])   (∀w[N])   Ψλ(w[N]) ≥  Ψλ(wk

∗[N]) (31) 

Theorem 4. If all the feature vectors xj[N] from the C (5) are situated on some 
hyperplane H(w[N], θ) (9) with θ ≠ 0 in the feature space F[N], then there exists such 
small value of the parameter λ (0 ≤ λ  ≤ λmax), that the below relations hold in the 
optimal point wk

∗[N]  = [wk1
∗,......,wkN

∗]T (31): 

    (∀λ∈(0, λmax))  Φ(wk
∗[N]) = 0   (32) 

where Φ(wk
∗[N]) is the minimal value (13) of the criterion function Φ(w) (9) with δ ≠ 

0,  and 

(∀λ∈(0, λmax))      Ψλ(wk
∗[N]) = λ Σ χi |wki

*| 
                                                                                   i∈{1,....,N} 

(33) 

The above theorem can be proved by using the Theorem 1 by an analysis similar to 
this given in the paper [8].     

If the features prices χi have a constant value χ, then 

(∀λ∈(0, λmax))      Ψλ(wk
∗[N]) = λχ Σ |wki

*| =   ||wk
∗[N]||L1 

                                                                                        i∈{1,....,N} 

(34) 

Remark 2. If the assumptions of the Theorem 4 are fulfilled, then the minimization 
(31) of the criterion function Ψλ(w[N]) (26) with equal features prices χi (χi = χ) 

leads to such optimal vertex wk
∗[N] (30) which has the minimal L1 norm (34) among 

all vertices wk’[N] (30) fulfilling the condition Φ(wk’[N]) = 0 (32). 
The vertex wk

∗ [N] (30) defines the hyperplane H(wk
∗ [N],θ) (7) in the feature 

space F[N]: 

H(wk
∗[N],θ) = {x[N]: wk

∗ [N]Tx[N]  = θ}                          (35) 
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The Euclidean distance ρL2(wk’[N],θ) between the hyperplane H(wk’[N],θ) (7) and 
the origin of the coordinate system is given by the below expression: 

ρL2(wk
∗[N],θ)  =  θ / (wk

∗[N]T wk
∗ [N])1/2  =  θ / ||wk

∗[N]|| L2 (36) 

The L1 distance ρL1(wk’[N],θ) between the hyperplane H(wk’[N],θ) (35) and the 
origin is defined similarly 

ρL1(wk
∗[N],θ)  =  θ / ( Σ |wki

∗|  )  =  θ / ||wk
∗[N]|| L1                         

.                                        i∈{1,....,N}     
(37) 

As it results from the Theorem 1, the condition Φ(wk
∗[N]) = 0 (32) means that all 

the feature vectors xj from the set C (5) are situated on the hyperplane H(wk
∗[N],θ) 

(35) with θ ≠ 0. 

Remark 3. If the assumptions of the Theorem 4 are fulfilled, then the minimization 
(31) of the criterion function Ψλ(w[N]) (26) with equal features prices χi (χi = χ) 

leads to the hyperplane H(wk
∗[N],θ) (35) with the maximal L1 distance ρL1(wk

∗[N],θ) 
(31) among the hyperplanes H(wk

∗[N],θ)wk
∗[N] (35) containing all the feature vectors 

xj from the set C (5). 

The Remark 3 makes precise the geometrical meaning of the optimal hyperplane 
H(wk

∗[N],θ) (35) defined by the minimum of the criterion function Ψλ(w[N]) (26) 
with equal features prices χi. This geometrical meaning has some similarity to the 
optimality criteria used in the Support Vector .Machines approach (SVM) [8]. The 
optimality criteria used in SVM are based on the Euclidean L2 norms.  

The minimization (31) of the criterion function Ψλ(w[N]) (26) leads to the optimal 
vertex wk

∗[N] with the basis Bk
∗ (30). The basis Bk

∗ may contain some unit vectors ei. 
Such features xi which are related to the unit vectors ei.in the basis Bk

∗ (30) can be 
neglected without changing the decision rule (6), because they have the weights wi 
equal to zero (24). In other words, the feature selection problem can be solved 
through minimization (31) of the CPL criterion function Ψλ(w) (28). 

7   Clustering with the CPL Criterion Function  Ψλ(w) 

The minimization (31) of the CPL criterion function Ψλ(w) (28) can be also used for 
clustering data represented by the matrix X (4) or by the set C (5). Let us consider for 
this purpose the case of ′′short′′ vectors xj[N], when the number m of these vectors is 
much greater then the vectors dimensionality N (m >> N). Usually in this case it is 
impossible to locate all the feature vectors on the optimal hyperplane H(wk

∗[N],θ) 
(35) in the feature space F[N]. A family of the optimal hyperplanes H(wk

∗[N],θ) (35) 
can be designed and used for this purpose. We will use the monotonicity property of 
the function Ψλ(w) (28) in designing procedure.  

 

Definition 2. The criterion function Ψλ(w[N]) (26) is monotonical in respect to 
features vectors xj[N] neglecting if and only if the below implication holds: 



186 L. Bobrowski 

    (C’’ ⊂  C)  ⇒  ΨC’’
*  ≤  ΨC

*     (38) 

where  ΨC′
*  = Ψλ(wk

∗[N]) (28) is the minimal value of the criterion function Ψλ(w) 
(26) defined on the features vectors xj[N] from the set C’’.  

 
Theorem 5. The criterion function Ψλ(w[N]) (26) is monotonically in respect to 
features vectors xj[N] neglecting.  

 
Proof.  The set C’’ (23) is obtained from the set C  by means of neglecting some 
feature vectors xj[N]. The neglecting feature vector xk[N] means that adequate penalty 
function ϕk(w) (8) is reduced from the sum (9). The minimal value (31) of the reduced 
criterion function can not be greater than the minimal value (31) of the original 
criterion function Ψλ(w) (28).  

 
Let us consider the below multistage procedure of the optimal hyperplanes 
H(wk

∗[N],θ) (35) designing on the basis of given set  C1 = {xj[N]}.     
 

i. The minimum value Ψλ(w1
∗[N]) (31) and the optimal vector w1

∗[N] of 
the criterion function Ψλ(w[N]) (26) defined on all vectors xj[N] from  
the set C1 are found.  

ii. If  Φ( w1
∗[N])  > 0, then  such feature vectors xj[N] which are maximally 

distanced from the optimal hyperplane H(w1
∗[N],θ) (35) are successively 

removed from the set C1 until the below  condition is met for given a 
priori margin δ (δ> 0): 

    Φ(wC′
∗[N]) ≤  δ      (39) 

where wC′
∗[N] is the optimal vector (31) of the criterion function Ψλ(w[N]) (26) 

defined on the reduced set C’’ (38). 
iii. The feature vectors xj[N] reduced during the stage ii. are collected as the 

set C2.  
iv. The minimum value Ψλ(w2

∗[N]) (31) and the optimal vector w2
∗[N] of 

the criterion function Ψλ(w[N]) (26) defined on all vectors xj[N] from  
the set C2  are found. 

v. If  Φ( w2
∗[N]) > 0, then the stage ii. is repeated with the set C1 replaced 

by C2 (or Ck replaced by Ck+1). 

In accordance with the above procedure, the initial set C1 = {xj[N]} is reduced to 
zero (∅) through K successive subsets C1  ⊃  C2 ⊃ …… ⊃ CK  =  ∅. After finite 
number of K – 1 stages, a family of optimal hyperplanes H(wk

∗[N],θ) (35) will be 
designed to allow to divide an arbitrary set C1 = {xj[N]} into K clusters Sk. The cluster 
Sk based on the k-th optimal hyperplanes H(wk

∗[N],θ k) (35) can be defined as some 
slice of the thickness ρ (ρ ≥ 0): 

    Sk = { xj[N]: | wk
∗[N]Txj[N] - θ k| ≤  ρ wk

∗[N]T wk
∗[N]1/2      (40) 

The shape and the number of the clusters Sk depend on the structure of data set C1 = 
{xj[N]}. In particular, the clusters Sk can overlap (Sk ∩ Sk′ ≠ ∅) (Fig. 2) 
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Fig. 2. An example of three clusters Sk defined on the plane by the hyperplanes H(w1, δ),              
H(w2 , δ) and H(w 3, δ)  (35) 

Let us remark that each cluster Sk  (40) can be characterized by its own linear 
dependency among features xji, where: 

wk1
∗xj1

 + wk2
∗ xj2.+……..+ wkN

∗ xjN = θ k                          (41) 

where  xj = [xj1,..,xjN]T and  wk
∗[N] = [wk1

∗,…..., wkN
∗]T.  

Part of the optimal weights wki
∗ can be equal to zero (wki

∗ = 0). The number rk o 
nonzero weights wki

∗  (wki
∗ ≠ 0) can be used for determining the rank of the subset Ck 

of feature vector xj[N].   
The above procedure can be specified for designing novelty detectors or detectors  

of typical patterns on the basis of the self-learning set C (5). The subset CR1  (CR1 ⊂ C ) 
of rare vectors xj[N] and the subset CT1  (CT1 ⊂ C ) of typical vectors can be selected 
from the set  C (5) on the basis of  the vectors frequencies αj = nj / n0 (3). The subset 
CR1  of rare vectors is used for the purpose of designing novelty detectors. Similarly, 
the subset CT1  is used for designing detectors of typical patterns in accordance with  
the described earlier procedure. 

8   Concluding Remarks 

The minimization (31) of the CPL criterion function Ψλ(w) (28) can be used for 
designing   detectors of typical patterns or novelty detectors on the basis of the self - 
learning set C (5). The subset CT of detected typical patterns xj[N]) and the subset CR 
of rare  patterns depends not only on the prices αj (5) of particular feature vectors xj, 
but also on the structure of the set C (5),  on the feature costs γi, and on the cost level 
λ (26). An increase of the feature costs γi (26) allows to reduce particular features xi 
from the detected dependencies (41). An increase of the cost level λ (26) also allows 
to decrease the number of the regarded features xi.    

The CPL criterion functions Ψλ(w) (28) can be minimised by using the basis 
exchange algorithms, which are similar to the linear programming [7]. Such 
algorithms give the possibility of finding the minimum of a given piecewise linear 
function Ψλ(w) (28) efficiently for different values of feature costs γi, and for different 
values of the cost level λ even in the cases of large, multidimensional data set C (4). 
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The self learning set C (4) can be explored efficiently and the most interesting clusters 
can be detected in this way. 
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Abstract. Association rules are one of the most popular unsupervised
data mining methods. Once obtained, the list of association rules ex-
tractable from a given dataset is compared in order to evaluate their
importance level. The measures commonly used to assess the strength of
an association rule are the indexes of support, confidence, and the lift.

Relative Linkage Disequilibrium (RLD) was originally proposed as an
approach to analyse both quantitatively and graphically general two way
contingency tables. RLD can be considered an adaptation of the lift mea-
sure with the advantage that it presents more effectively the deviation
of the support of the whole rule from the support expected under in-
dependence given the supports of the LHS (A) and the RHS (B). RLD
can be interpreted graphically using a simplex representation leading
to powerful graphical display of association relationships. Moreover the
statistical properties of RLD are known so that confirmatory statistical
tests of significance or basic confidence intervals can be applied.

This paper will present the properties of RLD in the context of as-
sociation rules and provide several application examples to demonstrate
it’s practical advantages.

Keywords: contingency table, simplex representation, text mining.

1 Introduction

In evaluating the structure of a 2x2 contingency table we consider four relative

frequencies, x1, x2, x3, x4,
4∑

i=1

xi = 1, 0 ≤ xi, i = 1...4. In the context of this

paper, the two variables we consider are occurrence, in a set of transactions, of
items A and B on the Left Hand Side and Right Hand Side of an association
rule. The frequencies are described in the table below.

In evaluating the association between the two variables, several measures of
association are available such as the cross product or odds ratio, α = x1x4

x2x3
, the

chi square statistic [2] and Cramer’s index, among others (see [1] ). An inherent
advantage to informative graphical displays is that the experience and intuition
of the experimenter who collects the data can contribute to the statistician’s
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B ˆB

A x1 x2

ˆA x3 x4

data analysis. In [3] a graphical representation of 2x2 tables is proposed using a
simplex and, a measure of association, the Relative Linkage Disequilibrium with
an intuitive visual interpretation, is proposed. This paper expands on these ideas
with a specific focus on association rules that are used, among other things, for
analyzing semantic unstructured data.

In Section 2 some details about Relative Linkage Disequilibrium (RLD) and
simplex representation are given. Section 3 briefly describes association rules and
the classical measure used to select the rules, moreover the implementation of
RLD in the association rules context is described. Section 4 presents two practical
application of the RLD; the first example considers a classical market basket
analysis data set and compares RLD with the classical measures; the second
example shows the simplex representation and its interesting interpretation using
a data set related to the event category (EC) of an electronic product under
constant monitoring.

2 Relative Linkage Disequilibrium and Simplex
Representation

Relative Linkage Disequilibrium (RLD) is an association measure motivated by
indices used in population genetics to assess stability of the genetic composition
of populations under various forces of natural selection and migration patterns
(see[4] , [5], [6] and [7] ). One specific such measure is the linkage disequilibrium,
D = x1x4 − x2x3. Under independence, the odds ratio, α = 1 and D = 0.

There is a natural one to one correspondence between the set of all possible
2x2 contingency tables and point on a simplex. We exploit this graphical repre-
sentation to map out association rules derived, for example, from text analysis.
The tables that correspond to independence in the occurrence of A and B, cor-
respond to a specific surface within the simplex (see figure 1). On that surface,
α = 1 and D = 0.

Let f = x1 + x3 and g = x1 + x2. It can be easily verified that:

x1 = fg + D
x2 = (1 − f)g −D
x3 = f(1− g)−D
x4 = (1 − f)(1− g) + D

The geometric interpretation of D makes it an appealing measure of interaction.
However points closer to the edges of the simplex will have intrinsically smaller
values of D. The Relative Linkage Disequilibrium standardizes D by the distance
DM the maximum distance to the surface of the simplex from the point on the
surface D=0 corresponding to the contingency table along the direction (1, -1,
-1, 1). RLD is therefore computed as D/DM .
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Fig. 1. The surface D=0

The computation of RLD can be performed through the following algorithm:

If D > 0
then

if x3 < x2

then RLD = D
D+x3

else RLD = D
D+x2

else
if x1 < x4

then RLD = D
D−x1

else RLD = D
D−x4

Some asymptotic properties of RLD are available [3] and can be used for
statistical inference.

3 Association Rules and Relative Linkage Disequilibrium

Association rules are one of the most popular unsupervised data mining methods
[8]. They were developed in the field of computer science and typically used in
applications such as market basket analysis to measure the association between
products purchased by each consumer, or in web clickstream analysis, to mea-
sure the association between the pages seen (sequentially) by a visitor of a site.
Association rules belong to the category of local models, i.e. methods that deal
with selected parts of the dataset in the form of subsets of variables or subsets
of observations, rather than being applied to the whole database. This element
constitutes both the strength and the weak point of the approach. The strength
is in that being local, they do not require a large effort from a computational
point of view. On the other hand, the locality itself means that a generalization



192 R. Kenett and S. Salini

of the results cannot be allowed, not all the possible relations are evaluated at
the same time.

Mining frequent itemsets and association rules is a popular and well researched
method for discovering interesting relations between variables in large databases.
Piatetsky-Shapiro in [9] describes analyzing and presenting strong rules discov-
ered in databases using different measures of interest. The structure of the data
to be analyzed is typically referred to as transactional in a sense explained below.

Let I = {i1, i2, . . . , in} be a set of n binary attributes called ”items”. Let T =
{t1, t2, . . . , tn} be a set of transactions called the database. Each transaction in
T has a unique transaction ID and contains a subset of the items in I. Note that
each individual can possibly appear more than once in the dataset. In market
basket analysis, a transaction means a single visit to the supermarket, for which
the list of products bought is recorded, while in web clickstream analysis, a
transaction means a web session, for which the list of all visited web-pages is
recorded. From this very topic specific structure, the more common data matrix
can be easily derived, a different transaction (client) for each row, and a product
(page viewed) for each column. The internal cells are filled with 0 or 1 according
to the presence or absence of the product (page).

A rule is defined as an implication of the form X => Y where X,Y ∈ I and X
∩Y = � c;. The sets of items (for short itemsets) X and Y are called antecedent
(left-hand-side or LHS) and consequent (right-hand-side or RHS) of the rule.
In an itemset, each variable is binary, taking two possible values only, ”1” if a
specific condition is true, and ”0” otherwise.

Each association rule describes a particular local pattern, based on a restricted
set of binary variables, and represents relationships between variables which are
binary by nature. In general, however, this does not have to be the case and
continuous rules are also possible. In this case, the elements of the rules can be
intervals on the real line, that are conventionally assigned a value of TRUE= 1
and FALSE=0. For instance, a rule of this kind can be X>0 => Y> 100.

Once obtained, the list of association rules extractable from a given dataset is
compared in order to evaluate their importance level. The measures commonly
used to assess the strength of an association rule are the indexes of support,
confidence, and lift.

– The support for a rule A => B is obtained by dividing the number of trans-
actions which satisfy the rule, N{A=>B}, by the total number of transac-
tions, N

support {A=>B} = N{A=>B} / N

The support is therefore the frequency of events for which both the LHS
and RHS of the rule hold true. The higher the support the stronger the
information that both type of events occur together.

– The confidence of the rule A => B is obtained by dividing the number of
transactions which satisfy the rule N{A=>B} by the number of transactions
which contain the body of the rule, A.
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confidence {A=>B} = N{A=>B} / N{A}
The confidence is the conditional probability of the RHS holding true given
that the LHS holds true. A high confidence that the LHS event leads to
the RHS event implies causation or statistical dependence.

– The lift of the rule A => B is the deviation of the support of the whole
rule from the support expected under independence given the supports of
the LHS (A) and the RHS (B).

lift {A=>B} = confidence{A=>B} / support{B}
= support{A=>B}/support{A}support{B}
Lift is an indication of the effect that knowledge that LHS holds true has on
the probability of the RHS holding true.

• when lift is exactly 1: No effect (LHS and RHS independent). No
relationship between events.

• for lift greater than 1: Positive effect (given that the LHS holds true,
it is more likely that the RHS holds true). Positive dependence between
events.

• if lift is smaller than 1: Negative effect (when the LHS holds true,
it is less likely that the RHS holds true). Negative dependence between
events.

Relative Linkage Disequilibrium (RLD) is an alternative measure of associ-
ation between A and B. For example, take a specific relation A=>B which is
observed in 57 cases out of 254 transactions. The LHS, A, is observed without
B on the RHS (ˆRHS) in 40 cases, The RHS B is observed in 109 cases without
A on the LHS and, in 48 cases, neither A nor B were observed. In our example
we obtain the following table:

B ˆB

A 57 40

ˆA 109 48

B ˆB

A X1 X2

ˆA X3 X4

and in general
Let xi = Xi

N , i = 1...4
For this data:

– Support{A =>B}= 57/254 = .224
– Confidence{A =>B}= 57/97 = .588
– Support {B}= 166/254 = .654
– Lift{A=>B}= .588/.654 = .90
– D = x1x4−x2x3 = (57∗48−40∗109)/(254∗254) = −1624/64516 = −0.0252

and since D<0 and x1 > x4 we have that
– RLD= D/(D − x4) = −0.0252/(−0.0252− 0.189) = 0.118
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4 Application Examples

The arules extension package for R [10] provides the infrastructure needed to
create and manipulate input data sets for the mining algorithms and for ana-
lyzing the resulting itemsets and rules. Since it is common to work with large
sets of rules and itemsets, the package uses sparse matrix representations to
minimize memory usage. The infrastructure provided by the package was also
created to explicitly facilitate extensibility, both for interfacing new algorithms
and for adding new types of interest measures and associations.

The library arules provides the function interestMeasure() which can be used
to calculate a broad variety of interest measures for itemsets and rules. All
measures are calculated using the quality information available from the sets
of itemsets or rules (i.e., support, confidence, lift) and, if necessary, missing
information is obtained from the transactions used to mine the associations. For
example, available measures for itemsets are:

– All-confidence [11]
– Cross-support ratio [12]

For rules the following measures are implemented:

– Chi square measure [13]
– Conviction [14]
– Hyper-lift and hyper-confidence[15]
– Leverage [9]
– Improvement [16]
– Several measures from [17] (e.g., cosine, Gini index, φ- coefficient, odds ratio)

In this paper we implement the Relative Linkage Disequilibrium measure (RLD)
in the function InterestMeasure() and we use the function quadplot() and triplot()
of the library klaR [18] to produce the simplex 3D and 2D representation.

The first example that we consider is an application to a classical market bas-
ket analysis data set. The Groceries (provided by [14] data set contains 1 month
(30 days) of real-world point-of-sale transaction data from a typical local grocery
outlet. The data set contains 9835 transactions and the items are aggregated to
169 categories.

In order to compare the classical measure of association rule with RLD we
plot in Figure 2 the measures of the 430 rules obtained with the apriori algorithm
[19] setting minimum support 0.01 and minimum confidence 0.1.

The plot shows that RLD, like confidence and lift, is able to identify rules that
have similar support. Moreover for low level of confidence, the value of RLD is
more variable. The relationship with lift is interesting. It seems that RLD can
differentiate between groups of rules with the same level of lift.

In Table 1, the first 20 rules sorted by lift are displayed. For each rule the
RLD, the odds Ratio and the Chi Square are reported. Figure 3 shows the value
of RLD versus odds ratio and versus Chi Square for the top 10 rules.

As we expect for the relationship between RLD and odds ratio (see [1]) the two
measure are coherent but different. The Chi Square appears not correlated with
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Fig. 2. Plot of Relative Disequilibrium versus Support, Confidence and Lift for the 430
rules of Groceries data set

Table 1. First 20 rules for groceries data, sorted by Lift

lhs rhs supp conf lift RLD odds chi

{whole milk, yogurt} {curd} 0.010 0.180 3.372 0.141 4.566 184.870

{citrus fruit, other vegetables} {root vegetables} 0.010 0.359 3.295 0.281 4.958 188.438

{other vegetables,yogurt} {whipped/sour cream} 0.010 0.234 3.267 0.175 4.450 177.154

other vegetables} {root vegetables} 0.012 0.343 3.145 0.262 4.679 206.042

{root vegetables} {beef} 0.017 0.160 3.040 0.250 4.631 277.341

{beef} {root vegetables} 0.017 0.331 3.040 0.250 4.631 277.341

{citrus fruit, root vegetables} {other vegetables} 0.010 0.586 3.030 0.487 6.183 175.058

{tropical fruit,, root vegetables} {other vegetables} 0.012 0.585 3.021 0.485 6.195 207.203

{other vegetables, whole milk} {root vegetables} 0.023 0.310 2.842 0.225 4.390 330.231

{other vegetables, whole milk} {butter} 0.012 0.154 2.771 0.143 3.639 146.317

{whole milk, curd} {yogurt} 0.010 0.385 2.761 0.286 4.088 132.726

{whipped/sour cream} {curd} 0.011 0.146 2.742 0.135 3.539 129.718

{curd} {whipped/sour cream} 0.011 0.197 2.742 0.135 3.539 129.718

{other vegetables, whole milk} {whipped/sour cream} 0.015 0.196 2.729 0.140 3.702 183.728

{other vegetables, yogurt} {root vegetables} 0.013 0.297 2.729 0.212 3.791 163.187

{whole milk, yogurt} {whipped/sour cream} 0.011 0.194 2.709 0.132 3.500 131.650

{other vegetables, yogurt} {tropical fruit} 0.012 0.283 2.701 0.199 3.688 151.333

{root vegetables, other vegetables} {citrus fruit} 0.010 0.219 2.645 0.148 3.407 119.391

{other vegetables, rolls/buns} {root vegetables} 0.012 0.286 2.628 0.199 3.568 141.814

{tropical fruit, whole milk} {root vegetables} 0.012 0.284 2.602 0.196 3.514 136.436

RLD. The major advantage of this new measure is the fact that it is more intuitive
than odds ratio and Chi Square and has a useful graphical representation.

In the following example we present the simplex representation and its in-
teresting interpretation. We consider a data set made available by KPA Ltd.
The problem consists of mapping the severity level of problems, and the event
category (EC) of an electronic product under constant monitoring. Six variables
are considered, as shown in Table 2.

The data are recoded as a binary incidence matrix by coercing the data set to
transactions. The new data sets present 3733 transactions (rows) and 124 items
(columns). Figure 4 shows the item frequency plot (support) of the item with
support major than 0.1.
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Fig. 3. Plot of Relative Disequilibrium versus Odds Ratio and ChiSquare for the top
10 rules of Groceries data set sorted by RLD

Table 2. Event Category Data Set

PBX No Severity Customer Type EC2 EC1 AL1 AL2 AL3

90009 2 High Tech SEC08 Security NO AL NP NP

90009 2 High Tech NTC09 Network Com NO AL NP NP

90009 2 High Tech SEC08 Security NO AL NP NP

90009 2 High Tech SEC08 Security NO AL NP NP

90021 2 Municipalities SEC08 Security NO AL NP NP

90033 2 Transportation SFW05 Software PCM TS NP NP

90033 3 Transportation INT04 Interface PCM TS NP NP

90033 3 Transportation SEC05 Security PCM TS NP NP

90038 2 Municipalities SFW05 Software NO AL NP NP

Fig. 4. Item Frequency Plot (Support>0.1) of EC data set

We apply to the data the apriori algorithm setting minimum support 0.1
and minimum confidence 0.8. We obtain 200 rules. The aim of this example is
to show the intuitive interpretation of RLD through his useful graphical repre-
sentation. Figure 5 shows the simplex representation of the contingency tables
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Fig. 5. 3D Simplex Representation for 200 rules of EC data set and for the top 10 rules
sorted by RLD

Fig. 6. 2D Simplex Representation for the top 10 rules sorted by RLD of EC data set

corresponding to the rules. The corners represent four tables with relative fre-
quency (1,0,0,0), (01,0,0), (0,0,1,0), (0,0,0,1). We represent the 200 rules obtained
from the EC data set and we represent, in the same space, the first 10 rules sorted
by RLD.

Figure 5 shows that using a simplex representation, it is possible to immedi-
ately have an idea of the rules’ structure. In our case, there are 4 groups of rules
aligned. Aligned rules imply that they have the same support. In the right part
of the Figure 5, the top 10 rules sorted by RLD are plotted. There are some
rules in different part of the plot but some of them appear on the same virtual
line, only one point is not aligned.

In order to improve the interpretation, we can decide to reduce the dimension
and exclude the ˆRHS cell. The 2D representation is shows in Figure 6. In
comparison to Table 3, in the left bottom part of the simplex, there are rules
with high support, in the right bottom are the rules with low level and in the
top are the ones with medium support. The edge in the center represents the
middle point of the line, so the point (0.5, 0.5, 0), (0,0.5,0.5) and (0.5, 0, 0.5)
obviously assuming ˆRHS equal to 0.
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Table 3. Top 10 rules sorted by RLD of EC data set

lhs rhs sup conf lift RLD

{EC1=Software} {EC2=SFW05} 0.1864 0.8593 4.6086 1.0000

{AL2=NO AL} {AL1=NO AL} 0.1286 1.0000 1.7171 1.0000

{EC2=SFW05} {EC1=Software} 0.1864 1.0000 4.6086 1.0000

{EC2=SFW05} {Severity=level2} 0.1864 1.0000 1.3550 1.0000

{EC2=NTC08} {EC1=Network Com} 0.1878 1.0000 2.0277 1.0000

{EC2=NTC08} {Severity=level2} 0.1878 1.0000 1.3550 1.0000

{EC2=NTC09} {EC1=Network Com} 0.2207 1.0000 2.0277 1.0000

{EC2=NTC09} {Severity=level2} 0.2207 1.0000 1.3550 1.0000

{AL2=NP} {AL3=NP} 0.6440 1.0000 1.1543 1.0000

{EC2=SFW05,AL1=NO AL} {EC1=Software} 0.1090 1.0000 4.6086 1.0000

5 Summary and Future Work

Relative Linkage Disequilibrium is a useful measure in the context of association
rules, especially for its intuitive visual interpretation. An inherent advantage to
informative graphical displays is that the experience and intuition of the exper-
imenter who collects the data can contribute to the statistician’s data analysis.

The examples proposed in this paper show that RLD, like confidence and
lift, is able to identify rules that have similar support. Moreover for low level
of confidence, the value of RLD is more variable. The relationship with lift is
interesting, it seems that RLD can differentiate between groups of rules with the
same level of lift. Moreover RLD is coherent with odds ratio and differ from Chi
Square. The second example highlight the major advantage of the new measure:
it is more intuitive than odds ratio and Chi Square and has a useful graphical
representation that make possible to immediately have an idea of the rules’
structure and to identify groups of rules.

In our future intention RLD can be applied to text mining and web mining
data and to the analysis of comments in survey questionnaires. The context
of application of RLD ranges from cognitive science, ability tests and customer
satisfaction surveys, in order to find associated item and to test if there are some
redundant items.

Another important future work is the exploration of statistical properties of
RLDin the context of association rules.For apartial studyof suchproperties see [3].
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Abstract. A novel approach is presented for mining weighted association rules 
(ARs) from binary and fuzzy data. We address the issue of invalidation of 
downward closure property (DCP) in weighted association rule mining where 
each item is assigned a weight according to its significance w.r.t some user 
defined criteria. Most works on weighted association rule mining so far struggle 
with invalid downward closure property and some assumptions are made to 
validate the property. We generalize the weighted association rule mining 
problem for databases with binary and quantitative attributes with weighted 
settings. Our methodology follows an Apriori approach [9] and avoids pre and 
post processing as opposed to most weighted association rule mining 
algorithms, thus eliminating the extra steps during rules generation. The paper 
concludes with experimental results and discussion on evaluating the proposed 
approach.  

Keywords: Association rules, fuzzy, weighted attributes, apriori, downward 
closure. 

1   Introduction  

Association rules (ARs) [11] are a popular data mining technique used to discover 
behaviour from market basket data. The technique tries to generate association rules 
(with strong support and high confidence) in large databases. Classical Association 
Rule Mining (ARM) deals with the relationships among the items present in 
transactional databases [9, 10]. Typically, the algorithm first generates all large 
(frequent) itemsets (attribute sets) from which association rule (AR) sets are derived. 
A large itemset is defined as one that occurs more frequently in the given data set than 
a user supplied support threshold. To limit the number of ARs generated, a careful 
selection of the support and confidence thresholds is done. By so doing, care must be 
taken to ensure that itemsets with low support but from which high confidence rules 
may be generated are not omitted.  

Given a set of items },...,{ 21 miiiI =  and a database of transactions 

},...,{ 21 ntttD =  where },...,{ 21 piiii IIIt = , mp ≤  and II ji ∈ , if IX ⊆  

with k = |X| is called a k-itemset or simply an itemset. Let a database D be a multi-set 
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of subsets of I as shown. Each DT ∈ supports an itemset IX ⊆  if TX ⊆  holds. 

An association rule is an expression YX → , where X, Y are itemsets 

and ∅=∩ YX holds. The number of transactions T supporting an item X w.r.t D is 

called support of X, ||/|}|{|)( DTXDTXSupp ⊆∈= . The strength or 

confidence (c) for an association rule X  Y is the ratio of the number of transactions 
that contain YX ∪  to the number of transactions that contain 
X, )(/)()( XSuppYXSupp YXConf ∪=→ . For non-binary items, fuzzy association 

rule mining was proposed using fuzzy sets such that quantitative and categorical 
attributes can be handled [12]. A fuzzy quantitative rule represents each item as (item, 
value) pair. Fuzzy association rules are expressed in the following form:   

 
If X is A satisfies Y is B 

For example,    
if (age is young)  (salary is low) 

 

Given a database T, attributes I with itemsets IYIX ⊂⊂ ,  and 

},...,{ 21 nxxxX =  and },...,{ 21 nyyyY =  and ∅=∩YX , we can define 

fuzzy sets },...,,{ 21 nfxfxfxA = and },...,,{ 21 nfxfxfxB = associated to X and 

Y respectively. For example ),( AX  could be (age, young), (age, old), (salary, high) 

etc. The semantics of the rule is that when the antecedent “X is A” is satisfied, we can 
imply that “Y is B” is also satisfied, which means there are sufficient records that 
contribute their votes to the attribute fuzzy set pairs and the sum of these votes is 
greater than the user specified threshold.  

However, classical ARM framework assumes that all items have the same 
significance or importance i.e. their weight within a transaction or record is the same 
(weight=1) which is not always the case. For example, from table 1, the rule [printer 

 computer, 50%] may be more important than [scanner  computer, 75%] even 
though the former holds a lower support because those items in the first rule usually 
come with more profit per unit sale. In contrast, standard ARM simply ignores this 
difference. 

The main challenge in weighted ARM is validating the “downward closure 
property (DCP)” which is crucial for the efficient iterative process of generating and 
pruning frequent itemsets from subsets.  

Table 1. Weighted items database Table 2. Transactions 

ID Item Profit Weight … 
1 Scanner 10 0.1 … 
2 Printer 30 0.3 … 
3 Monitor 60 0.6 … 
4 Computer 90 0.9 …  

TID Items 
1 1,2,4 
2 2,3 
3 1,2,3,4 
4 1,3,4 
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In this paper we address the issue of DCP in Weighted ARM. We generalize and 
solve the problem of downward closure property for databases with binary and 
quantitative items and evaluate the proposed approach with experimental results. 

The paper is organised as follows: section 2 presents background and related work; 
section 3 gives problem definition for weighted ARM with binary and fuzzy data and 
details weighted downward closure property; section 4 gives frameworks comparison; 
section 5 reviews experimental evaluation and section 8 concludes paper. 

2   Background and Related Work  

In literature on association rule mining, weights of items are mostly treated as equally 
important i.e. weight one (1) is assigned to each item until recently where some 
approaches generalize this and give items weights to reflect their significance to the 
user [4]. The weights may be attributed to occasional promotions of such items or 
their profitability etc. There are two approaches for analyzing data sets with weighted 
settings:  pre- and post-processing. Post processing handles firstly the non-weighted 
problem (weights=1) and then perform the pruning process later. Pre-processing 
prunes the non-frequent itemsets after each iteration using weights. The issue in post-
processing weighted ARM is that first; items are scanned without considering their 
weights and later, the rule base is checked for frequent weighted ARs. By doing this, 
we end up with a very limited itemset pool to check weighted ARs and potentially 
missing many itemsets. 

In pre-processed classical ARM, itemsets are pruned by checking frequent ones 
against weighted support after every scan. This results in less rules being produced as 
compared to post processing because many potential frequent super sets are missed. 
In [2] a post-processing model is proposed. Two algorithms were proposed to mine 
itemsets with normalized and un-normalized weights. The k-support bound metric 
was used to ensure validity of the DCP but still there is no guarantee that every subset 
of a frequent set will be frequent unless the k-support bound value of (k-1) subsets 
was higher than (k). 

An efficient mining methodology for Weighted Association Rules (WAR) is 
proposed in [3]. A numerical attribute was assigned for each item where the weight of 
the item was defined as part of a particular weight domain. For example, soda[4,6]  
snack[3,5] means that if a customer purchases soda in the quantity between 4 and 6 
bottles, he is likely to purchase 3 to 5 bags of snacks. WAR uses a post-processing 
approach by deriving the maximum weighted rules from frequent itemsets. Post WAR 
doesn’t interfere with the process of generating frequent itemsets but focuses on how 
weighted AR’s can be generated by examining weighting factors of items included in 
generated frequent itemsets.  

Similar techniques for weighted fuzzy quantitative association rule mining are 
presented in [5, 7, 8]. In [6], a two-fold pre processing approach is used where firstly, 
quantitative attributes are discretised into different fuzzy linguistic intervals and 
weights assigned to each linguistic label. A mining algorithm is applied then on the 
resulting dataset by applying two support measures for normalized and un-normalized 
cases. The closure property is addressed by using the z-potential frequent subset for 
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each candidate set. An arithmetic mean is used to find the possibility of frequent 
k+1itemset, which is not guaranteed to validate the valid downward closure property.  

Another significance framework that handles the downward closure property 
(DCP) problem is proposed in [1]. Weighting spaces were introduced as inner-
transaction space, item space and transaction space, in which items can be weighted 
depending on different scenarios and mining focus. However, support is calculated by 
only considering the transactions that contribute to the itemset. Further, no 
discussions were made on interestingness issue of the rules produced. 

In this paper we present an approach to mine weighted binary and quantitative data 
(by fuzzy means) to address the issue of invalidation of DCP. We then show that 
using the proposed technique, rules can be generated efficiently with a valid DCP 
without any biases found in pre- or post-processing approaches.  

3   Problem Definition 

The problem definition consists of terms and basic concepts to define item’s weight, 
itemset transaction weight, weighted support and weighted confidence for both binary 
(boolean attributes) and fuzzy (quantitative attributes) data. Technique for binary data 
is termed as Binary Weighted Association Rule Mining (BWARM) and technique for 
fuzzy data is termed as Fuzzy Weighted Association Rule mining (FWARM). 
Interested readers can see [14] for the formal definitions and more details. 

3.1   Binary Weighted Association Rule Mining (BWARM) 

Let the input data D  have transactions },,,,{
321

nttttT L= with a set of items 

},,,,{ ||321 IiiiiI L=  and a set of positive real number weights 

},,,{ ||21 IwwwW L=  attached to each item i . Each thi  transaction it  is some 

subset of I and a weight w  is attached to each item ][ ji it  (“ thj ” item in the “ thi ” 

transaction).  

Thus each item ji will have associated with it a weight corresponding to the set 

W , i.e. a pair ),( wi  is called a weighted item where Ii ∈ . Weight for the “ thj ” 

item in the “ thi ” transaction is given by ]][[ wit ji .  

Table 3. Transactional database Table 4. Items with weights 

T Items  T Items 
t1 A B C D t6 A B C D E 
t2 B D t7 B C E 
t3 A D t8 D E 
t4 C t9 A C D 
t5 A B D E t10 B C D E  

Items i Weights (IW) 
A 0.60 
B 0.90 
C 0.30 
D 0.10 
E 0.20  
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We illustrate the terms and concepts using tables 3 and 4. Table 3 contains 10 
transactions for 5 items. Table 4 has corresponding weights associated to each item i 
in T. We use sum of votes for each itemset by aggregating weights per item as a 
standard approach.  

Item Weight IW  is a non-negative real value given to each item ji ranging [0..1] 

with some degree of importance, a weight ][wi j . 

Itemset Transaction Weight ITW  is the aggregated weight of all the items in the 
itemset present in a single transaction. Itemset transaction weight for an itemset X can 
calculated as: 

 

(1) 

Itemset transaction weight of itemset (A, B) is calculated 
as: 54.09.06.0),( =×=BAITW . 

Weighted Support WS is the aggregated sum of itemset transaction weight ITW  
of all the transactions in which itemset is present, divided by the total number of 
transactions. It is calculated as: 

 

(2) 

WS  of itemset (A, B) is calculated as: 16.0
10

62.1 =  

Weighted Confidence WC is the ratio of sum of votes satisfying both YX ∪  to 
the sum of votes satisfying X . It is formulated (with YXZ ∪= ) as: 

 

(3) 

Weighted Confidence of itemset (A, B) is calculated as: 54.0
30.0

16.0
),( ==BAWC  

3.2   Fuzzy Weighted Association Rule Mining (FWARM) 

A fuzzy dataset D′ consists of fuzzy transactions },...,,,{ 321 n
ttttT ′′′′=′  with fuzzy sets 

associated with each item in },,,,{ ||321 IiiiiI L= , which is identified by a set of  

 



 Weighted Association Rule Mining from Binary and Fuzzy Data 205 

Table 5. Fuzzy transactional database Table 6. Fuzzy items with weights 

X Y TID 
Small Medium Small Medium 

t1 0.5 0.5 0.2 0.8 
t2 0.9 0.1 0.4 0.6 
t3 1.0 0.0 0.1 0.9 
t4 0.3 0.7 0.5 0.5  

Fuzzy Items 
i[l] 

Weights 
(IW) 

(X, Small) 0.9 
(X, Medium) 0.7 
(Y, Small) 0.5 
(Y, Medium) 0.3  

 
linguistic labels },...,,,{ ||321 LllllL =  (for example }arg,,{ elmediumsmallL = ). 

We assign a weight w  to each l  in L associated with i . Each attribute ][ ji it ′  is 

associated (to some degree) with several fuzzy sets. The degree of association is given by a 
membership degree in the range [0..1], which indicates the correspondence between the 

value of a given ][ ji it ′  and the set of fuzzy linguistic labels. The “ thk ” weighted fuzzy set 

for the “ thj ” item in the “ thi ” fuzzy transaction is given by ]]][[[ wlit kji′ .  

We illustrate the fuzzy weighted ARM definition terms and concepts using tables 5 
and 6. Table 5 contains transactions for 2 quantitative items discretised into two 
overlapped intervals with fuzzy values. Table 6 has corresponding weights associated 
to each fuzzy item i[l] in T. 

Fuzzy Item Weight FIW  is a value attached with each fuzzy set. It is a non-
negative real number value in ]1..0[ wrt some degree of importance (table 6). Weight 

of a fuzzy set for an item ji  is denoted as ]][[ wli kj . 

Fuzzy Itemset Transaction Weight FITW  is the aggregated weights of all the 
fuzzy sets associated with items in the itemset present in a single transaction. Fuzzy 
Itemset transaction weight for an itemset (X, A) can be calculated as: 

 

(4) 

Let’s take an example of itemset <(X, Medium), (Y, Small)> denoted by (X, 
Medium) as A and (Y, Small) as B. Fuzzy Itemset transaction weight FITW of 
itemset (A, B) in transaction 1 is calculated as:  

035.0)1.0()35.0()5.02.0()7.05.0(),( =×=×××=BAFITW  

Fuzzy Weighted Support FWS is the aggregated sum of FITW  of all the 
transaction’s itemsets present divided by the total number of transactions, represented 
as: 

 

(5) 
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FWS  of itemset (A, B) is calculated as: 043.0
4

172.0
),( ==BAFWS  

Fuzzy Weighted Confidence FWC is the ratio of sum of votes satisfying both 
YX ∪  to the sum of votes satisfying X with YXZ ∪=  and given as: 

 

 
 
 

(6) 

FWC  of itemset (A, B) is calculated as: 19.0
227.0

043.0
),( ==BAFWC  

3.3   Weighted Downward Closure Property (DCP) 

In classical ARM algorithm, it is assumed that if the itemset is large, then all its 
subsets should be large, a principle called downward closure property (DCP). For 
example, in classical ARM using DCP, it states that if AB and BC are not frequent, 
then ABC and BCD cannot be frequent, consequently their supersets are of no 
value.as they will contain non-frequent itemsets. This helps algorithm to generate 
large itemsets of increasing size by adding items to itemsets that are already large. In 
the weighted ARM where each item is given a weight, the DCP does not hold in a 
straightforward manner. Because of the weighted support, an itemset may be large 
even though some of its subsets are not large and we illustrate this in table 7. 

In table 7, all frequent itemsets are generated using 30% support threshold. In 
column two, itemset {ACD} and {BDE} are frequent with support 30% and 30% 
respectively. And all of their subsets {AC}, {AD}, {CD} and {BD}, {BE}, {DE} are 
frequent as well. But in column 3 with weighted settings, itemsets {AC}, {CD} and 
{DE} are no longer frequent and thus violates the DCP. 

We argue that the DCP with binary and quantitative data can be validated using the  
proposed approach. We prove this by showing that if an itemset is not frequent, then 
its superset cannot be frequent and )()( sueprsetWSsubsetWS ≥  is always true 

(see table 7, column 4, Proposed Weighted ARM, only the itemsets are frequent with 
frequent subsets). A formal proof of the weighted DCP can be found in [14].   

4   Frameworks Comparison 

In this section, we give a comparative analysis of frequent itemset generation between 
classical ARM, weighted ARM and the proposed binary and fuzzy ARM frameworks. 
In table 7 all the possible itemsets are generated using tables 3 and 4 (i.e. 31 itemsets 
from 5 items), and the frequent itemsets generated using classical ARM (column 2), 
weighted ARM (column 3) and proposed weighted ARM framework (column 4). 
Column 1 in table 7 shows itemset’s ids.  
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Table 7. Frequent itemsets comparison 

 

A support threshold for classical ARM is set to 30% and for classical WARM and 
proposed Weighted ARM it is set to 0.3 and 0.03 respectively. Itemsets with a  
highlighted background indicate frequent itemsets. This experiment is conducted in 
order to illustrate the effect of item’s occurrences and their weights on the generated 
rules.  

Frequent itemsets in column 3 are generated using classical weighted ARM pre-
processing technique. In this process all the frequent itemsets are generated first with 
count support and then those frequent itemsets are pruned using their weights. In this 
case only itemsets are generated from the itemset pool that is already frequent using 
their count support. Itemsets with shaded background and white text are those that 
WARM does not consider because they are not frequent using count support. But with 
weighted settings they may be frequent due to significance associated with them. 
Also, the generated itemsets do not hold DCP as described in sect. 3.2.  

In column 4 frequent itemsets are generated using the proposed weighted ARM 
framework. It is noted that the itemsets generated are mostly frequent using count 
support technique and interestingly included fewer rules like {AB C} that is not 
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frequent, which shows that the non-frequent itemsets can be frequent with weighted 
settings due to their significance in the data set even if they are not frequent using 
count support.  

In column 4, itemsets {A B} and {B C} are frequent due to high weight and 
support count in transactions. It is interesting to have a rule {B D} because D has 
very low weight (0.1) but it has the highest count support i.e. 80% and it appears more 
with item B than any other item i.e. with 50% support. Another aspect to note is that, 
B is highly significant (0.9) with high support count (60%). These kinds of rules can 
be helpful in “Cross-Marketing” and “Loss Leader Analysis” in real life applications.  

Also the itemsets generated using our approach holds valid DCP as shown in 
section 3.3. Table 7 gives a concrete example of our approach and we now perform 
experiments based on this analysis.  

5   Experimental Evaluation 

To demonstrate the effectiveness of the approach, we performed several experiments 
using a real retail data set [13]. The data is a binary transactional database containing 
88,163 records and 16,470 unique items. Weights were generated randomly and 
assigned to all items in the dataset to show their significance.  

Experiments were undertaken using four different association rule mining 
techniques. Four algorithms were used for each approach, namely Binary Weighted 
ARM (BWARM), Fuzzy Weighted ARM (FWARM), standard ARM as Classical 
ARM and WARM as post processing weighted ARM algorithm. 

The BWARM and FWARM algorithms belongs to breadth first traversal family of 
ARM algorithms, uses tree data structures and works in fashion similar to the Apriori 
algorithm [9]. Both algorithms consist of several steps. For more details on algorithms 
and pseudo code, refer to [14].  

In this paper, an improvement from [14] is that we have used a real dataset in order 
to demonstrate performance of the proposed approach. We performed two types of 
experiments based on quality and performance measures. For quality measures, we 
compared the number of frequent itemsets and the interesting rules generated using 
four algorithms described above. In the second experiment, we showed the scalability 
of the proposed BWARM and FWARM algorithms by comparing the execution time 
with varying user specified support thresholds. 

5.1   Quality Measures 

For quality measures, the binary retail dataset described above was used. Each item is 
assigned a weight range between [0..1] according to their significance in the dataset. 
For fuzzy attributes we used approach described in [15] to obtain fuzzy dataset. With 
fuzzy dataset each attribute is divided into five different fuzzy sets.  

In figure 1, the x-axis shows support thresholds from 2% to 10% and on the y-axis 
the number of frequent itemsets. Four algorithms are compared, BWARM (Binary 
Weighted ARM) algorithm using weighted binary datasets; FWARM (Fuzzy 
Weighted ARM) algorithm using fuzzy attributes and weighted fuzzy linguistic 
values; Classical ARM using standard ARM with binary dataset and WARM using  
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Fig. 1. No. of frequent Itemsets generated using user specified support threshold 

weighted binary datasets and applying a post processing approach. Note that the 
weight of each item in classical ARM is 1 i.e. all items have equal weight. 

The results show quite similar behavior of the three algorithms to classical ARM. 
As expected the number of frequent itemsets increases as the minimum support 
decreases in all cases. Number of frequent itemsets generated using the WARM 
algorithm are always less than the number of frequent itemsets generated by classical 
ARM because WARM uses only generated frequent itemsets in the same manner as 
classical ARM. This generates less frequent itemsets and misses many potential ones.  

We do not use classical ARM approach to first find frequent itemsets and then re-
prune them using weighted support measures. Instead all the potential itemsets are 
considered from the beginning for pruning using Apriori approach [9] in order to 
validate the DCP. Results of proposed BWARM approach are better than WARM 
because less arguably better frequent itemsets and rules are generated as we consider 
both itemset weights and their support count. Moreover, BWARM, classical ARM 
and WARM utilise binary data. FWARM generates more rules because of the 
extended fuzzy attributes, and it considers degree of membership instead of attribute 
presence only (count support) in a transaction.  

Figure 2 shows the number of interesting rules generated using confidence measures. 
In all cases, the number of interesting rules is less because the interestingness measure 
generates fewer rules. 

FWARM produces more rules due to the high number of initially generated 
frequent itemsets due to the introduction of more fuzzy sets for each quantitative 
attribute. Given a high confidence, BWARM outperforms classical WARM because 
the number of interesting rules produced is greater than WARM. This is because 
BWARM generates rules with items more correlated to each other and consistent at a 
higher confidence unlike WARM, where rules keep decreasing even at high 
confidence.  
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Fig. 2. No. of Interesting Rules generated using user specified confidence 

 

Fig. 3. Performance measures: varying weighted support (WS) threshold 

The experiments show that the proposed framework produces better results as it 
uses all the possible itemsets and generates rules effectively using valid DCP. Further, 
the novelty is the ability to analyse both binary and fuzzy datasets with weighted 
settings. 

5.2   Performance Measures 

Experiment two compares the execution time of BWARM and FWARM algorithms 
with classical Apriori ARM and WARM algorithms. We investigated the effect on 
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execution time caused by varying the weighted support threshold with fixed data size 
(number of records). In figure 3, a support threshold from 2% to 10% is used again.    

FWARM has comparatively higher execution time due to the fact that it deals with 
fuzzy data as mentioned earlier. Classical ARM and WARM have almost similar 
timings as WARM initially uses classical ARM approach and uses already generated 
frequent sets for post processing. Results show that BWARM has almost similar 
execution time to WARM. The minor difference is due to the way it generates 
frequent sets i.e. it considers items weights and their count support. Similarly from 
figure 3, it can be noted that BWARM and FWARM algorithms scale linearly with 
increasing weighted support threshold, which is similar behavior to Classical ARM.  

6   Conclusion 

We have presented a generalised approach for mining weighted association rules from 
databases with binary and quantitative (fuzzy) attributes. A classical model of binary 
and fuzzy association rule mining is adopted to address the issue of invalidation of 
downward closure property (DCP) in weighted association rule mining. The problem 
of invalidation of the DCP is solved using an improved model. We used classical and 
weighted ARM examples to compare support and confidence measures and evaluated 
the effectiveness of the proposed approach experimentally. We have demonstrated the 
valid DCP with formal comparisons with classical weighted ARM. It is notable that 
the approach presented here is effective in analysing databases with binary and fuzzy 
(quantitative) attributes with weighted settings. 
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Abstract. The main problem of Internet e-mail service is the massive spam 
message delivery. Everyday, millions of unwanted and unhelpful messages are 
received by Internet users annoying their mailboxes. Fortunately, nowadays 
there are different kinds of filters able to automatically identify and delete most 
of these messages. In order to reduce the bulk of information to deal with, only 
distinctive attributes are selected spam and legitimate e-mails. This work pre-
sents a comparative study about the performance of five well-known feature se-
lection techniques when they are applied in conjunction with four different 
types of Naïve Bayes classifier. The results obtained from the experiments car-
ried out show the relevance of choosing an appropriate feature selection tech-
nique in order to obtain the most accurate results. 

1   Introduction and Motivation 

During the last years, Internet has become an extremely important communication 
and information exchange platform. In this context, relevant authorities have intro-
duced some strategic plans in order to promote the usage of Internet and the newest 
communication technologies. Included into this plans, we can cite i2010 [1], an Euro-
pean strategic programme designed to boost economical and social evolution based on 
a new society of knowledge. 

For the development of these plans several socioeconomic aspects, communication 
infrastructures and educational level for the information society have been evaluated. 
Nevertheless, although the troubles caused by the delivery of spam messages are 
upsetting Internet users, these institutional programmes have not taken this fact into 
consideration. We believe that e-mail service and electronic delivery of instant mes-
sages are one key matter for the evolution of the information society. In this context, 
there is a compelling need for increasing the classification accuracy of existing filters 
in order to automatically detect and drop spam messages.  
                                                           
* The work of Miguel Rocha is supported by the Portuguese FCT project PTDC/EIA/ 

64541/2006. 
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Nowadays, Internet e-mail service is generally used by the vast majority of the 
Internet users [2]. This fact ensures the efficacy of the advertising messages sent 
through Internet e-mail [3]. Spam identification is a difficult task because spammers 
(spam message senders) use tricks in order to avoid spam filters and ensure their de-
liveries. Moreover, misclassification errors of anti-spam filters present different cost 
values. False positive errors (FP, legitimate messages classified as spam) are unac-
ceptable for a great amount of Internet users. From a complementary point of view, 
the presence of a false negative error (FN, spam message classified as legitimate) is 
less harmful than a false positive misclassification. 

Generally speaking, there are two kinds of spam filtering techniques: (i) collabora-
tive systems and (ii) content-based approaches. The former are based on sharing iden-
tifying information about spam messages within a filtering community, while the later 
are based on a deep analysis of the message content in order to identify its class (usu-
ally using machine learning techniques). This work is focused in Naïve Bayes filters, 
a well-known content-based technique able to accurately combine the probability of 
finding terms in spam and legitimate messages.  

Content-based spam filters analyze the words extracted from the available mes-
sages (corpus). Although each term could be a putative feature that should be ana-
lyzed for spam filtering, in practice this is not possible because of the huge amount of 
words extracted from the whole corpus. The usage of large feature vectors with ma-
chine learning techniques is not advisable because it can cause the loss of efficiency 
and accuracy in existing filters [4]. Therefore, several feature selection techniques 
need to be applied as a pre-processing stage previous to the construction of any spam 
filtering system. These techniques have been designed to perform dimensionality 
reduction and their goal is to discard attributes that do not provide essential informa-
tion for the classification task. 

This work presents a comparative study about the impact of five feature selection 
methods when using with four variants of the original Naïve Bayes algorithm working 
as spam filter. The feature selection techniques analyzed in this study are the follow-
ing: (i) Information Gain (IG) (ii) Odds ratio (OR), (iii) Document Frequency (DF) 
(iv) χ2 statistic, and (v) Mutual Information (MI). Moreover, we have evaluated the 
following Naïve Bayes alternatives: (i) Multivariate Bernoulli, (ii) Multinomial Naïve 
Bayes, (iii) Multivariate Gaussian, and (iv) Flexible Bayes.  

The remaining of the paper is structured as follows: Section 2 briefly introduces 
the four successful Naïve Bayes approaches taken into consideration. Section 3 pre-
sents the details of several feature selection techniques applied in the spam filtering 
domain. The experimental protocol and the empirical evaluation results are showed in 
Section 4. Finally, Section 5 summarizes the main conclusions extracted from this 
work and outlines future research lines. 

2   Naïve Bayes Alternatives for Spam Filtering 

Nowadays, the vast majority of commercial anti-spam filtering tools are based on the 
usage of Naïve Bayes classifiers [5-7]. This section presents a compilation of different 
ways of applying this technique for spam filtering. 
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Naïve Bayes classifiers represent each message, d, as a feature vector in the 

form { }1, ..., mx x x=r
, where each xi stands for the value of an attribute containing 

information about a token (term or word) identified in the target e-mail. Keeping in 
mind the Bayes theorem [8], the probability of a given message belonging to the class 
cj (spam| legitimate) can be computed as shown in Expression (1). 

( ) ( )|
( | )

( )
j j

j

p c p x c
p c x

p x

⋅
=

r
r

r  (1) 

A Naïve Bayes classifier assigns to each message the class maximiz-

ing ( ) ( )|j jp c p x c⋅ r
, where ( )jp c represents the probability of class c and 

( )| jp x c
r

is the probability of finding a vector x
r

 in category cj. Therefore, in the 

spam filtering domain, we can classify a message d as spam when Expression (2) 
becomes true. 

p(cs ) ⋅ p(
r
x | cs )

p(cs ) ⋅ p(
r
x | cs ) + p(cl ) ⋅ p(

r
x | cl )

> T
 

(2) 

where cs and cl represent the spam and legitimate classes respectively, and T is a 
threshold that stands for the required security level belonging to interval [0, 1]. The 
most common value for T is 0.5 [8].  

As we previously stated, there are several variants of the Naïve Bayes algorithm 
able to cope with the problem of spam filtering. The main difference between them is 
the way to compute the probability of finding a message that contains the feature 

vector x
r

, considering only those e-mails belonging to class cj, ( )| jp x c
r

. In this 

context, we can find the following alternatives: (i) Multivariate Bernoulli, (ii) Multi-
nomial NB (iii) Multivariate Gaussian, and (iv) Flexible Bayes.  

Multivariate Bernoulli is a variant of Naïve Bayes that represents each message as 

a feature vector { }1, ..., mx x x=r
, where each element xi is a boolean attribute repre-

senting if the word appears on the target message or not. Moreover, this alternative 
considers that results are independent for each category [9]. Multivariate Bernoulli 

computes the probability ( )| jp x c
r

 as shown in Expression (3). 
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where the probability of finding a term ti in a given message belonging to class cj, 

( )|i jp t c , is calculated using a Laplacean prior as shown in Expression (4). 
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where ,i jt cM is the number of messages belonging to class cj (spam or legitimate) that 

contains the term ti and 
jcM stands for the amount of messages in class cj. 

Multinomial NB uses a vector { }1, ..., mx x x=r
 in order to describe each message 

d, where each element xi is represented by a boolean attribute that indicates the pres-
ence or absence of the term ti in the message [2]. Moreover, there is an alternative for 
Multinomial NB based on representing each element xi as the number of appearances 
of each term ti in the message d. Nevertheless, this variant has showed to achieve poor 

results [8]. In this case, ( )| jp x c
r

 is computed as Expression (5) shows. 
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1

|
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where xi is the value for the term ti and ( ),i jp t c stands for the probability of finding 

documents containing the term ti when only messages from class cj are selected. As |d| 
is independent from category cj, there is no need to calculate the sub-expressions 

p(|d|) and |d|! [10]. Moreover, each probability ( )|i jp t c  is estimated by means of a 

Laplacean prior as Expression (6) shows. 
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where ,i jt cN is the number of messages belonging to class cj that contain the term ti, 

and 
jcN stands for the amount of messages belonging to class cj. 

Multivariate Gaussian uses continuous attributes representing the frequency of the 
terms in a given message. It assumes, in comparison with Multinomial NB, that the 
distribution associated to each term is a Gaussian distribution for each class cj. More-
over, this variant considers that the values of the attributes are independent in each 

category [8]. The probability ( )| jp x c
r

 is computed as Expression (7) shows. 
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where , ji cμ and , ji cσ represent the mean and the standard deviation of the appearance 

frequency of the term ti in messages belonging to class cj. 
Flexible Bayes [11] works in a similar way than Multivariate Gaussian, but the dis-

tributions of each attribute xi are estimated by means of Li Gaussian distributions 
representing each different value for the attribute in each class. Therefore, the prob-

ability ( )| jp x c
r

 is computed as Expression (8) shows. 
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where Li represents the number of different values for the attribute xi in the category 

cj, , jl cμ is the l-th value for attribute xi in category jc and , jl cσ represents the stan-

dard deviation of the l-th value for the attribute xi. In order to simplify the calculation, 

, jl cσ  is estimated as Expression (9) shows [11]. 
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where 
jcM is the number of messages belonging to category cj [11]. 

Despite the simplicity of Naïve Bayes algorithms, the execution of feature reduc-
tion techniques is advisable in order to drop unhelpful information gathered from e-
mails. The application of these techniques can discard irrelevant features from target 
problem, reducing computational requirements of the training and test stages. More-
over, some confusing attributes can cause a filter effectiveness decrease. The usage of 
feature selection techniques can reduce the presence of those unhelpful terms increas-
ing the filter performance. Next section introduces some feature selection techniques 
commonly used on spam filtering domain. 

3   Feature Selection Techniques 

There are a lot of available techniques for feature selection purposes [12]. In this 
work, we have considered the utilization of five well-known feature reduction strate-
gies commonly used on the text mining domain. This section describes the application 
of the following techniques: (i) Information Gain (IG), (ii) Odds ratio (OR), (iii) 
Document Frequency (DF), (iv) χ2 statistic and (v) Mutual Information (MI).  

IG is able to measure the number of bits that were acquired for the classification of 
spam and legitimate messages from using the presence or absence of a term in a mes-
sage [12]. If {cj}

n
j=1 represents the set of categories (spam or legitimate), the IG of a 

term ti is computed as Expression (10) shows. 
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where p(ti) is the probability of finding a message with the term ti, and p(cj | ti) stands 
for the probability of an e-mail belonging to category cj and containing the term ti. 
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OR is able to find terms commonly included in messages belonging to a certain 
category. The meaning of this measure can be interpreted as follows: words that ap-
pear in both spam and legitimate classes are assigned an OR score near to 1, other-
wise, terms which are representative of a certain class present an OR value higher 
than 1 [3]. OR is computed as Expression (11) shows. 

( ) ( ) ( )
( ) ( )

| 1 |
,

1 | |

i j i j

i j

i j i j

p t c p t c
OR t c

p t c p t c

⎡ ⎤⋅ −⎣ ⎦=
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where ( )|i jp t c represents the probability of finding the term ti in messages belong-

ing to category jc , and ( )|i jp t c  stands for the probability of finding the term ti in e-

mails from opposite class to cj. 
The DF measure represents the number of messages where a given term appears. 

For each term it , this method computes the number of e-mails from the training cor-

pus containing it. Then, those terms having lower DF values are discarded [12]. 
χ2 statistic is able to test the hypothesis of the independency of two different vari-

ables. Using a term it and a category jc , Expression (12) shows the way to compute 

χ2 statistic. 
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where A is the amount of messages belonging to class cj and containing the term ti, B 
stands for the number of e-mails containing the term ti and belonging to the opposite 
category of cj, C represents the number of documents from class cj that do not contain 
the term ti, D is the number of messages that do not contain the term ti and do not 
belong to category cj, and finally, N represents the amount of available e-mails. χ2 
statistic reaches a value of 0 if ti and cj are independent. This method usually calcu-
lates the measure χ2 from each term and category [12]. The results achieved for the 
different categories can be computed as Expression (13) shows. 
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(13) 

MI is a technique for statistic modelling of the language. For a given term ti and a 
category cj, MI score can be computed as Expression (14) indicates. 
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where A, B, C, D and N are defined as previously mentioned, ( )ip t represents  

the probability of finding a message with the term it , and ( )i jp t c∧  stands for the 
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probability of finding an e-mail from category jc containing the term it . Similarly to 

χ2 statistic, ( , )i sMI t c and ( , )i lMI t c  (The MI scores for the term ti in spam and 

legitimate classes) can easily be combined as shown in Expression (13). 
Once the different Naïve Bayes variants and the selected feature selection methods 

have been introduced, next section presents the experimental protocol designed for 
the empirical evaluation carried out, as well as the results achieved during the execu-
tion of the experiments. 

4   Experimental Setup and Results 

This section presents the experimental protocol designed for the evaluation of the 
different feature selection methods when they are used in conjunction with Naïve 
Bayes filters. Moreover, we analyze the results achieved during the experimentation 
carried out. The main goal of this work is the development of a useful guide to select 
the best feature selection technique for the different variants of Naïve Bayes algo-
rithm. Feature selection strategies can be applied for reducing the computational re-
quirements and to improve the performance of spam filters. 

Despite privacy issues associated with legitimate messages, recently some e-mail 
compilations have been published through Internet. From these corpuses, we highlight 
LingSpam [13] and SpamAssassin [14]. Given its great amount of messages, we have 
selected the SpamAssassin corpus for the execution of the different experiments. 
Moreover, we have used only space characters as token separator and a stopword 
removal pre-processing technique as recommended in [18]. All experiments have 
been carried out using feature vectors containing 1000 attributes for representing each 
message. In order to ensure the quality of the achieved results, we have used a 10 
stratified fold-cross validation [19]. Finally, we have assigned a value of 0.5 to the T 
parameter for all Naïve Bayes classifiers during our experiments. 

For comparison purposes, we have used 5 well-known accuracy measures: (i) per-
centage of false positives, false negatives and correct classifications, (ii) batting aver-
age, (iii) recall and precision, (iv) F-score and balanced F-score using different β 
values, and (v) Total Cost Ratio using different values for λ parameter. We have also 
executed a ROC analysis [20-22] in order to achieve better conclusions from the ef-
fects of feature selection on Naïve Bayes classifiers. 

Figure 1 shows, the results for the false positive (FP), false negative (FN) and cor-
rect classifications (OK) achieved by the different Naïve Bayes approaches using the 
proposed feature selection techniques. The amount of FP errors should be carefully 
studied in order to prevent the elimination of legitimate messages from the inbox of 
final users [15].  

As we can see from Figure 1(a), the worst method for feature selection when using 
a Multivariate Bernoulli classifier is OR, while DF produces the highest percentage of 
correct classifications (90.67%) with a lower amount of FP errors. Although, the MI 
method generates the lowest FP error rate, the number of errors evidenced by using it 
is unacceptable.  

On the other hand Figure 1(b), where a Multinomial Naïve Bayes is used, OR pre-
sents a poor performance (achieving the percentages of 65% of FP errors and 9.43%  
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(a) Multivariate Bernoulli (b) Multinomial NB

(c) Multivariate Gaussian (d) Flexible Bayes  

Fig. 1. Percentage of correct classifications, FP and FN errors over the SpamAssassin corpus 

of correct classifications). The method with the highest level of correct classifications 
is DF (85.53%). Nevertheless, this method still exhibits a great amount of FP errors 
(12%). Finally, although MI presents the lowest FP rate, the percentage of correct 
classifications is not very good (72%). 

In Figure 1(c) results for Mutivariate Gaussian NB are shown, where OR feature 
selection method behaves better than other techniques achieving a high percentage of 
correct classifications (92.06%) as well as the lowest amount of FP errors.  

Finally, analysing the results from using a Flexible Bayes classifier in Figure 1(d), 
we can realize that the OR feature selection technique achieves the highest amount of 
correct classifications (93.43%). Moreover, the use of this method does not introduce 
FP errors. Therefore, this combination represents a good approach for spam filtering. 
IG also produces a relatively high performance rate (75.08%) with a low amount of 
FP errors. Finally, the MI method should be discarded because of its great amount of 
FP errors (65%). 

After a percentage accuracy evaluation we have analyzed precision, recall, F-score 
and balanced F-score measures for the comparison of the proposed feature selection 
techniques and anti-spam filters. Recall estimates the filter performance (a high score 
indicates that the vast majority of spam messages are detected) while precision stands 
for a secure operation (great score when no FP errors are produced). In order to com-
bine precision and recall measures two new measures have been recently introduced 
[16]. F-score is equal to 1 when the evaluated classifier does not present errors. Bal-
anced F-score works similarly than F-score but it includes a weighted factor β in order 
to establish the relevance between precision and recall. It can be computed as Expres-
sion (15) shows. 
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Following this equation, if β is equal to 1 then F-score gets the same value than 
balanced F-score. Moreover, if β is greater than 1, precision is considered more im-
portant that recall. Otherwise, recall is assumed as the most important criterion [16]. 
Table 1 presents a precision and recall analysis for the use of different feature selec-
tion techniques in combination with Multivariate Bernoulli variant of Naïve Bayes. 

A brief look at Table 1 shows that in this case, DF clearly achieves the best scores 
for recall and precision. Table 2 shows a comparison of the analyzed feature selection 
techniques with Multinomial Naïve Bayes using the above mentioned measures. 

Analyzing Table 2, it is clear that the usage of OR in conjunction with Multinomial 
NB generates a poor precision (great amount of FP errors). Moreover, the DF method 
achieves the best value for precision. Finally, χ2, DF and IG are able to detect a great 
amount of spam messages (recall is greater).  

Table 3 presents the previous measures achieved by using the different feature se-
lection methods with Multivariate Gaussian. Analyzing results from Table 3, it is 
visible that the OR method presents a high precision rate as well as the highest recall 
score. 

Table 1. Precision, recall, F-score and balanced F-score using Multivariate Bernoulli 

 OR MI χ2 DF IG 

Precision 0.098 0.222 0.757 0.824 0.710 
Recall 0.303 0.025 0.718 0.807 0.718 
F-score  0.109 0.087 0.749 0.821 0.711 
balanced F-score (β=2) 0.143 0.045 0.737 0.815 0.714 

Table 2. Precision, recall, F-score and balanced F-score using Multinomial Naïve Bayes 

 OR MI χ2 DF IG 

Precision 0.007 0.288 0.503 0.654 0.484 
Recall 0.017 0.071 0.924 0.920 0.950 
F-score  0.007 0.179 0.554 0.694 0.537 
balanced F-score (β=2) 0.009 0.114 0.652 0.764 0.641 

Table 3. Precision, recall, F-score and balanced F-score using Multivariate Gaussian 

 OR MI χ2 DF IG 

Precision 1 0.429 0.404 0.006 0.008 
Recall 0.689 0.038 0.043 0.004 0.004 
F-score  0.917 0.140 0.143 0.006 0.007 
balanced F-score (β=2) 0.816 0.069 0.072 0.005 0.006 
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Finally, Table 4 shows the evaluation of the same scenario where a Flexible Bayes 
classifier is used. In this case, OR achieves the highest precision level. This value 
means that there are no FP errors. Moreover, MI produces a great amount of FP er-
rors. The analysis of F-score measure shows that OR is the most reliable feature selec-
tion method for Flexible Bayes. 

We have also used batting average and TCR scores for comparison purposes. Bat-
ting average measures the ability to detect spam messages (effectiveness) and the 
capacity of generating a small amount of FP errors (precision). This measure is a pair 
hit/strike rate, where the former represents the rate of detected spam messages and the 
later the amount FP error rate [17]. 

TCR is a performance measure from a cost point of view usually applied to spam 
filters. It uses a λ parameter that establishes the cost proportion between FP and FN 
errors. When TCR is computed, a FP is considered λ times more expensive than a FN 
error [8]. It can be calculated as shown in Expression (16). 

 
TCRλ =

nspam

λ ⋅ fp + fn  

(16) 

where fp and fn represent the false positive and false negative amount and nspam 
stands for the total number of spam messages. High TCR scores indicate low global 
cost while TCR scores under 1 indicate that the usage of the classifier is worse than 
manually classifying e-mails. 

Table 5 presents the TCR and batting average results achieved by using the avail-
able feature selection strategies with Multivariate Bernoulli. 

As we can see from Table 5, DF, MI and χ2 methods present the greatest perform-
ance in this scenario. Moreover, the DF method obtains the lowest amount of FP 
errors.  

Table 4. Precision, recall, F-score and balanced F-score β=2 using Flexible Bayes 

 OR MI χ2 DF IG 

Precision 1 0.251 0.449 0.434 0.504 
Recall 0.814 0.857 0.979 0.966 0.979 
F-score  0.956 0.293 0.503 0.488 0.558 
balanced F-score (β=2) 0.897 0.389 0.616 0.599 0.666 

Table 5. TCR and batting average using Multivariate Bernoulli 

 OR MI χ2 DF IG 

TCR λ=999 0 0.011 0.004 0.006 0.003 

TCR λ=9 0.037 0.565 0.423 0.573 0.341 

TCR λ=1 0.276 0.941 1.951 2.736 1.737 
Batting average 0.302/1 0.025/0.030 0.718/0.079 0.806/0.058 0.718/0.100 
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Table 6. TCR and batting average using Multinomial Naïve Bayes 

 OR MI χ2 DF IG 

TCR λ=999 0 0.006 0.001 0.002 0 

TCR λ=9 0.042 0.397 0.121 0.224 0.110 

TCR λ=1 0.282 0.905 1.013 1.763 0.948 
Batting average 0.016/0.879 0.071/0.060 0.924/0.312 0.920/0.166 0.953/0.346 

Table 7. TCR and batting average using Multivariate Gaussian 

 OR MI χ2 DF IG 

TCR λ=999 3.216 0.019 0.002 0.001 0.001 

TCR λ=9 3.216 0.706 0.198 0.144 0.178 

TCR λ=1 3.216 0.988 0.690 0.604 0.664 
Batting average 0.689/0 0.037/0.017 0.004/0.153 0.004/0.225 0.008/0.176 

Table 8. TCR and batting average using Flexible Bayes 

 OR MI χ2 DF IG 

TCR λ=999 5.368 0 0 0 0.001 

TCR λ=9 5.368 0.043 0.092 0.088 0.116 

TCR λ=1 5.368 0.371 0.818 0.773 1.026 
Batting average 0.813/0 0.857/0.874 0.978/0.411 0.966/0.431 0.983/0.329 

 
Table 6 shows the TCR and batting average scores for the different feature selec-

tion methods when Multinomial Naïve Bayes filter is used. As Table 6 shows, DF and 
χ2 methods seem to be the most viable feature reduction strategies for use in this sce-
nario. 

Table 7 shows the TCR and batting average scores for the analyzed feature selec-
tion methods using Multivariate Gaussian classifier. As we can realize from Table 7, 
OR is clearly the best option for use in this context. 

Table 8 shows the results of batting average and TCR for the different feature se-
lection strategies when using Flexible Bayes classifier. 

Analyzing the TCR values showed in Table 8, we can see that the best method for 
this scenario is OR. Moreover, the rest of the methods are very poor from a cost per-
spective. From another point of view, OR presents a strike rate equal to 0 guarantee-
ing the great performance of Flexible Bayes working with an OR feature selection. 

Finally, we have executed a ROC analysis in order to obtain better conclusions 
from the experiments carried out. Figure 2 presents four ROC plots comparing the 
different feature selection methods for each of the analyzed classifiers. 

Figure 2(a) shows ROC curve plots for all feature selection methods when Multi-
variate Bernoulli classifier is used. As we can see from the ROC curves, DF seems to 
be the best feature selection technique for this classifier. Figure 2(b) represents the  
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(a) Multivariate Bernoulli (b) Multinomial NB 

(c) Multivariate Gaussian (d) Flexible Bayes  

Fig. 2. ROC analysis for the five feature selection techniques using different Naïve Bayes 
classifiers 

ROC analysis for the different attribute selection alternatives when Multinomial NB is 
used. Although results are clearly poor when combining with those using Multivariate 
Bernoulli classifier, DF presents again better results than other alternatives. Figure 
2(c) includes the ROC curves for Multivariate Gaussian classifier. From these plots 
we can see that the differences between the areas under the curves are small. More-
over, the best results are found when OR feature selection technique is used. Finally, 
Figure 2(d) shows the analysis of different feature selection alternatives when using 
Flexible Bayes classifier. In this scenario, IG seems to be the greatest alternative for 
spam filtering. 

In order to complete the information provided by plots showed in Figure 2, we 
have computed the area under the ROC curves. Table 9 shows these values for the 
different analyzed configurations. Results from Table 9 confirm the previously ex-
posed observations from Figure 2.  
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Table 9. Area under the ROC showed in Figure 2 

 OR MI χ2 DF IG 

Multivariate Bernoulli 0.751 0.516 0.747 0.786 0.756 
Multinomial NB 0.706 0.591 0.584 0.722 0.704 
Multivariate Gaussian 0.685 0.518 0.663 0.680 0.669 
Flexible Bayes 0.587 0.500 0.647 0.587 0.713 

Analyzing the results shown in Figure 2 and Table 9, we can realize that the usage 
of all analyzed feature selection techniques works well in conjunction with Multivari-
ate Bernoulli classifier except for MI. In order to use a Multinomial Naïve Bayes 
classifier, OR, DF and IG are good choices for feature selection. Moreover, IG 
method achieves better performance when it is used with Flexible Bayes. Finally, 
Multivariate Gaussian gets the worst results on the ROC analysis. 

Some results achieved during our ROC analysis suggest that 0.5 value for T pa-
rameter does not improve results obtained by all Naïve Bayes classifiers. For instance, 
Multivariate Bernoulli and Multinomial Naïve Bayes classifiers present poor per-
formance when they are analyzed using percentage measures, recall, precision and/or 
TCR scores. Moreover, using the area under the ROC curve (Table 9), we can see that 
these classifiers can achieve greater performance levels. These classifiers seem to 
have a greater dependence with training and testing data. Therefore, we discourage 
their usage. Once the discussion of the results has been concluded, next section pre-
sents some significant conclusions achieved from this work. It also includes some 
promising lines for future research related to this work. 

5   Conclusions and Further Work 

This paper presents and compares several feature selection techniques commonly 
used in the context of text mining in conjunction with four different Naïve Bayes 
classifiers. In order to evaluate the proposals, we have designed an empirical test 
using several measures commonly used in the domain of spam filtering.  

To sum up the main conclusions, generated from our experimentation the OR 
method presents a high performance level when it is used with Gaussian-based Naïve 
Bayes algorithms like Flexible Bayes and Multivariate Gaussian. Nevertheless, the 
results achieved with this technique by using Laplace-based Naïve Bayes variants 
(Multivariate Bernoulli and Multinomial NB) are very poor.  

Experiments have shown that MI method should be discarded for spam filtering. 
Moreover, OR, χ2, DF or IG methods should be selected taking into consideration the 
target classifier.  

From another point of view, we have appreciated some differences between 
Laplace-based and Multivariate Gaussian-based approaches. The usage of former 
approaches seems to be more dependant from the training and test corpus. This fact 
discourages their election and aims the usage of Multivariate Gaussian and Flexible 
Bayes techniques. 

OR, IG and DF methods seem to work well in conjunction with Laplace-based ap-
proaches. Nevertheless, OR method presents a high dependence with the training  
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Table 10. Summary of previous conclusions 

 Laplace-based NB Gaussian-based NB 
OR Not very bad Probably the best decision 

MI Not advisable Not advisable 

χ2 Quite good combination Quite good combination 

DF Select only for CPU usage reduction Select only for CPU usage reduction 

IG Quite good combination Quite good combination 

corpus and parameter T should be adjusted with extreme accuracy. Moreover, IG and 
DF feature selection techniques seem to work fine using T=0.5. 

Finally, OR, χ2, DF or IG methods appear to get better classification accuracy 
when Gaussian-based Naïve Bayes variants are used. Moreover, experiments has 
shown the convenience of using OR technique. According with the OR measure com-
putation method (see Expression (12)), when a term is evaluated, both the probability 
of finding a term in spam messages and in legitimate ones are taken into considera-
tion. Using this strategy, a term that appears frequently in spam messages is discarded 
from the feature selection unless it appears in the opposite class with lower probabili-
ties. This issue is useful in order to discard noise terms from spam messages, although 
it can cause the absence of representative words in the feature selection process. 

χ2 and IG methods are conceptually better than OR because they are able to select 
terms appearing in more than one message and can be used as distinctive attributes 
between spam and legitimate e-mails. Finally, although DF based feature selection 
gets poor results than χ2 and IG methods, it is very interesting in spam filtering do-
main due to its simplicity for calculation. 

Table 10 summarizes the above commented findings and it is useful in order to de-
sign filters to avoid spam. As we can see from Table 10, the combination of Gaussian-
based filters and OR feature selection method seems to be one of the most reliable 
configurations for the studied domain. Moreover, χ2 and IG methods achieve good 
performance working with any Naïve Bayes variant. Finally, we discourage the usage 
of the remaining combinations as they are clearly poor. 

As future work, a promising direction would be the possibility of using continuous 
updating strategies in conjunction with Naïve Bayes spam filters. The spam filtering 
domain is constantly changing and presents the problem of concept drift [3]. There-
fore, the usage of lazy learning strategies should work better than the application of 
eager learning algorithms. Moreover, some dynamical evaluation approaches must be 
designed for the filters. This kind of assessment should permit the evaluation of the 
impact of dynamical changes on the environment. 
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Abstract. Unsolicited commercial e-mail (UCE), more commonly known as 
spam is a growing problem on the Internet. Every day people receive lots of 
unwanted advertising e-mails that flood their mailboxes. Fortunately, there are 
several approaches for spam filtering able to detect and automatically delete this 
kind of messages. However, spammers have adopted some techniques to reduce 
the effectiveness of these filters by introducing noise in their messages. This 
work presents a new pre-processing technique for noise identification and re-
duction, showing preliminary results when it is applied with a Flexible Bayes 
classifier. The experimental analysis confirms the advantages of using the pro-
posed technique in order to improve spam filters accuracy. 

1   Introduction and Motivation 

The phenomenon known as ‘spamming’ consists on sending unwanted advertising e-
mails to final users. Spam is junk e-mail that nowadays represents a special problem 
due to the particular characteristics of the Internet. For example, spam can be sent 
with almost no charge to the sender. In fact, this cost is paid by both the Internet 
Server Provider (ISP) and the receiver. Furthermore, it is difficult to enact a law on 
the Internet that can prevent the receipt of spam e-mails [1].  

In this context, some organizations take advantage of electronic mail service to 
send unsolicited and unwanted messages. Spam sent by well-known companies is 
sometimes called mainsleaze and is also a medium for fraudsters to scam users to 
enter personal information on fake web sites. They use forged e-mails to look like 
banks or other organizations such as PayPal. Spammers often use false names, ad-
dresses, phone numbers, and other contact information to set up disposable accounts 
at various ISPs. This allows them to move quickly from one account to the next when 
the host ISP discovers and shuts down each one.  

On the other hand, some societies and companies fight against spam. The e-mail 
protocol (SMTP) has no authentication by default, so the spammer can originate mes-
sages from any e-mail address. Given these circumstances, some ISPs and domains 
require the use of SMTP-AUTH extensions, allowing positive identification of the 
sender account [2]. Furthermore, some associations like Spamhaus [3] provide de-
pendable real-time anti-spam protection for Internet networks and work to identify 
and pursue spammers. Spamhaus project provides 4 well-known services: (i) Spam-
haus Block List (SBL) (ii) Policy Block List (PBL), (iii) Exploits Block List (XBL) 
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and (iv) Register of Known Spam Operations (ROKSO). SBL is a real-time database 
of spam-source IP addresses including known spammers, spam gangs, spam opera-
tions and spam support services. PBL is a Domain Name Service Block List 
(DNSBL) database of end-user IP address ranges which should not be delivering 
unauthenticated SMTP e-mail to any Internet mail server. XBL is a real-time database 
containing IP addresses of illegal 3rd party exploits and includes open proxies (HTTP, 
Socks, AnalogX, Wingate, etc), worms/viruses with built-in spam engines, and other 
types of trojan-horse exploits. Finally, ROKSO is a database that contains information 
and evidence on known professional spam operations that have been terminated by a 
minimum of 3 spam offenses.  

Nevertheless, spam continues to plague the Internet because a small number of 
large ISPs sell services to professional spammers or do nothing to prevent spamming 
operations from their networks. Moreover, some ISPs think that closing the holes 
used by spammers to access their broadband systems would be too expensive. In this 
context, some researchers estimate that just fewer than 100 billion spam messages are 
sent worldwide every twenty-four hours as of June 2007 [4]. This is the culmination 
of a spam problem that is grown exponentially year on year. February 2007 saw 
around 90 billion, while June 2006 estimates placed spam rates at 55 billion per day, 
up from a tiny 25 billion just twelve months before. 

Spam filtering is a difficult task because spammers attempt their e-mails look simi-
lar to legitimate ones, so they go unnoticed. They use different techniques to avoid 
spam filters working well. Their tricks include the alteration of some words that could 
identify a message as spam. The noise included in e-mail terms reduces the effective-
ness of spam filtering tools. The usage of these tricks allows the creation of spam 
messages by using words that look similar for the human eye, but completely differ-
ent when they are analyzed by spam filters (word obfuscation). Such methods include 
character level substitutions, repetitions and insertions to reduce the effectiveness of 
word-based detection techniques [5]. Table 1 exemplifies some of the most common 
obfuscations used for the word ‘Viagra’. 

Table 1. Common obfuscations of the term ‘Viagra’ 

  V&Igra      VIAGRA     Viiagrra           viagra       visagra 
  Vi@gra      Viaagrra      Viaggra           Viagraa     Viiaagra 
  Via-ggra     Viia-gra      V1AAGRRA   Viiagra      Via-gra 

 
Statistical spam filtering tools are not able to detect word obfuscation, so a previ-

ous technique for identification should be applied before carrying out the classifica-
tion. There are several deobfuscation approaches taken from other research fields like 
computational biology [6] and text classification [7]. Nevertheless, most of them are 
not suitable for spam message processing, so new noise reduction methods are needed 
in spam filtering domain. 

This work introduces a new pre-processing technique for noise reduction known  
as Quick Noise Skipping (QNS). In our experimentation we have used Flexible 
Bayes, a variant of the original Naïve Bayes algorithm [8], working with five feature 
selection methods (Information Gain, Odds ratio, Document Frequency, χ2 statistic 
and Mutual Information) for evaluating the effectiveness of our proposal. We have 
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selected Flexible Bayes because Naïve Bayes algorithms are very popular in spam 
filtering domain and previous work demonstrate that it is the most reliable Bayesian 
algorithm for e-mail classification [9].  

The remaining of the paper is structured as follows: Section 2 presents an introduc-
tion about the problem of noise in spam messages. Our proposed technique is pre-
sented in Section 3. The experimental setup is shown in Section 4 while Section 5 
gathers the results obtained from the experimentation carried out. Finally, Section 6 
summarizes the main conclusions extracted from this work and outlines some feasible 
alternatives for future research. 

2   Noise in Spam Messages 

As it was mentioned before, spammers make use of some tricks trying to hide some 
relevant terms from messages, adding noise to e-mails in order to reduce the effec-
tiveness of spam filters. This section analyzes different techniques used to spawn 
noise in spam messages including: (i) character substitution, (ii) fake taps, (iii) HTML 
comments, (iv) character encoding tricks and (v) hash buster method. Moreover, it 
also provides a review of different promising alternatives for noise reduction. 

Character substitution is the most important way of introducing noise in a message. 
This technique changes some characters of a word so a human can understand the 
term, but it goes unnoticed through the filter. There are a lot of possible character 
substitutions for a given term, so the brute force line of attack is not valid when the 
number of insertions, deletions and substitutions increases quickly. 

Fake taps is a technique that uses an HTML tag to introduce a spam word, so it can 
not be detected. A new tag is created containing the word the spammer wants to hide. 
HTML comments are similar to fake taps because it achieves spam words obfuscation 
by introducing them into an HTML comment. If a spam word is inserted into an 
HTML comment it is more probably to pass unobserved than if the word is part of the 
HTML document body. 

Character encodings take advantage of different character sets to disguise some 
words. There are diverse charset encodings (ASCII, UNICODE, ISO-8859-1, ISO-
8859-15, etc.) each of them only allowing a restrict set of chars. In this situation, 
spammers use unknown characters to design spam words. Furthermore, URL-
encoding codes could be used to introduce some spam words into Internet addresses 
by exploiting the fact that each ASCII character has an URL-encode translation.  

Hash buster is an obfuscation method that consists on adding seemingly senseless 
words in order to mislead anti-spam filters [10]. Initially, hash busters methods sim-
ply tended to exhibit paragraphs of literally random words, but up to now they present 
somewhat grammatical. Curiously, many of the examples appearing around the sum-
mer of 2006 were distorted to get the desired advertising sites unusable, for example 
substituting "001" for "www". This may be a good technique for avoiding a filter, but 
it is inadequate for leading novice-users to websites. Additionally, much of the em-
bedded HTML code as well as any MIME-encoded attachments are scrambled and 
distorted by the process, thereby decreasing the true effectiveness of the spam [11]. 

Standard e-mail pre-processing techniques start with the extraction of the words 
(tokens) that compose each message. In plain texts, this stage consists on identifying 
groups of characters separated using punctuation marks, white spaces, etc. However, 
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in spam e-mails these actions can drop important information because noise terms 
would not be well processed (e.g. v!agra or v.agra) [12]. Therefore, a previous noise 
identification stage is needed when pre-processing is made over e-mails instead of 
plain text. 

There is some previous research work on deobfuscation techniques applied to the 
spam filtering domain. In [13] a Hidden Markov Model (HMM) approach was intro-
duced. This technique allows the conversion of obfuscated text back into the original 
one intended by the sender. The method uses a word (or sentence) as input data (ob-
servation) and produces the deobfuscated word (or sentence) as output. Thus, the 
HMM is able to correctly handle misspellings, incorrect segmentations (add-
ing/removing spaces) and other word modifications, such as substitutions and inser-
tions of non-alphabetic characters. 

There are also several methods that use simple algorithms composed by some easy 
steps. The work of Shabbir and Mithun [14] presents an algorithm that is composed 
by seven straightforward steps that are described below: 

1) Remove all non-alpha characters (allowing some exceptions like '/' '\ ' '|' etc. 
which can be used together to look like some other characters, such as \/ for 
'V'). 

2) Remove all vowels from the word except for a trailing one. 
3) Replace consecutive repeated characters by a single character. 
4) Use phonetic algorithms on the resultant string. 
5) Give it a numeric score depending on the operations performed over it. 
6) Use the previous score to look up a table containing a list of offending words 

where each entry has a range of acceptable values. 
7) Replace the original word with that of the table. 

Jonathan Zdziarski, the developer of the open source Dspam filter [15], has devel-
oped an innovative technique able to detect the noise that spammers often include in 
their messages to fool filters. This technique (called Dobly) uses a fixed size sliding 
window as context window [16]. Words inside a context window are considered as 
relevant and will be checked for consistency. Furthermore, it introduces the probability 
for a fixed size sliding window of the e-mail body. Therefore, if the window has a high 
probability of being spam, then each individual word inside the window should have a 
high probability of being spam as well. Otherwise, they are considered as inconsistent. 

There are several noise reduction methods and some of them are based on concrete 
experiences. Some researchers have analyzed spammers’ tactics for term obfuscation. 
Others have been developed by keeping in mind the contents of well-known spam 
messages. For instance, spam e-mails tend to have more sentences in imperative 
mood, and in those the first word is a verb. So verbs with initial caps have higher 
spam probabilities than those in lowercase [17]. 

3   Quick Noise Skipping: A Novel Pre-processing Technique for 
Noise Reduction 

This section presents our QNS technique, a method for noise reduction in spam filter-
ing domain. This technique is proposed as an early pre-processing method able to 
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remove the intrinsic noise in any text (orthographical characters and punctuation 
marks) as well as identify the noise that spammers put into e-mails in order to avoid 
spam filters. 

Noise is one of the most common tricks for information obfuscation used by 
spammers to avoid spam filters. Although noise affects the spam message recognition, 
it also makes difficult the correct classification of legitimate e-mails. 

Recently, Naïve Bayes filtering tools have acquired big popularity due to their sim-
plicity and reliability. These tools are able to quickly classify any incoming e-mail 
and being easy to understand and implement. Generally, they are used in conjunction 
with some feature selection technique in order to reduce the dimensionality of the 
problem. 

The tokenization process carried out generates a words set that algorithms are able 
to use as single characteristics. The identification of terms belonging to a message is 
made by using space, tabs and carriage returns as separators. This method is not able 
to remove punctuation marks and noise introduced by spammers. Any text composi-
tion written in a correct grammatical way contains lots of special characters like punc-
tuation marks, hyphens, question and exclamation marks, etc. These characters can 
cause the existence of noise in the identified tokens. 

Quick Noise Skipping is a technique able to find intrinsic noise of messages due to 
punctuation marks as well as noise deliberately introduced by spammers. When any 
kind of these noises are detected it is removed without replacing it for any special 
character. This policy produces accurate results with an insignificant computational 
cost, which is the main problem of other noise reduction methods. Table 2 illustrates 
some situations achieved by using our Quick Noise Skipping approach. 

Table 2. Examples of Quick Noise Skipping method for noise removal 

Plain word Deobfuscated word using QNS 
Interesting! Interesting 
Interesting. Interesting 
V!agra Vagra 
V1agra Vagra 

 
As we can see from Table 2, this technique presents an obvious advantage on both 

kind of noise. It allows words with different punctuation marks or obfuscations con-
verge into the same characteristic. This fact has a direct impact on the feature selec-
tion process and the spam filtering classifier operation. 

Our QNS reduction technique is able to deobfuscate the noise present in incoming 
e-mails. In the previous section we have explained some of the main obfuscating 
methods used by spammers to introduce noise in their messages. From those methods, 
our QNS technique is able to detect character substitutions, fake taps, HTML com-
ments and character encoding tricks because it is specifically designed for removing 
special character modifications in single words. Nevertheless, QNS is not able to fight 
against hash buster because this spam method does not make character substitutions 
but it adds seemingly senseless words into e-mails. 
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Next section describes the experimental setup designed for the validation of the 
proposed technique, while Section 5 presents the results achieved when QNS method 
is applied over a Bayesian classifier using different selection features approaches. 

4   Experimental Setup 

This section describes the experimental setup for analyzing the impact of applying our 
QNS method as pre-processing stage for a Flexible Bayes classifier. We discuss some 
specific issues about corpus availability, feature selection methods, Naïve Bayes fil-
ters, and finally we present the measures we have used for evaluating the results. 

Since the earliest spam filtering tools were initially developed, some datasets have 
been released for benchmarking spam classifiers. Some researchers have created and 
shared with the scientific community several e-mail corpuses that can be used to make 
standard tests. Table 3 shows a summary of the main available information. 

Table 3. Summary of main available datasets containing spam and legitimate e-mails 

Corpus Legitimate percentage Spam percentage Format 
Lingspam 83.3 % 16.6 % tokens 
Enron 35.9 % 64.1 % tokens 
SpamAssassin 84.9 % 15.1 % RFC 822 

 
Lingspam was created by Androutsopoulos et al. [8] containing 481 spam mes-

sages (16.6%) and 2412 legitimate ones (83.3%) took out from some texts belonging 
to a moderate linguistic list. This corpus is too small and have not general e-mails but 
messages linked to a specific field, so it is not a good choice to test our QNS reduc-
tion technique. 

From another perspective, Enron Creditors Recovery Corporation was an Ameri-
can energy company based in Houston, Texas. Before its bankruptcy in late 2001, 
Enron employed around 22,000 people and was one of the biggest electricity, natural 
gas, pulp and paper, and company communications. It achieved infamy at the end of 
2001, when it was revealed that it was reported financial condition sustained mostly 
by institutionalized, systematic, and creatively planned accounting fraud. The Enron 
corpus was made public during the legal investigation concerning the Enron Corpora-
tion. This dataset contains 50895 messages belonging to the company employers [18] 
and due to its huge size it is not adequate for our preliminary study. 

Last corpus, is a project of Apache Group that uses a wide variety of local and net-
work tests to identify spam signatures. This corpus can be downloaded from the pro-
ject web page [19] and has three different versions (2002, 2003 and 2005). There are 
five groups identifying the message type and the difficulty of correct classification. 
These groups are: (i) spam: 500 spam messages from non-usually, (ii) easy_ham: 
2500 ham messages easy to classify, (iii) hard_ham: 250 ham e-mails similar to spam 
ones, (iv) easy_ham_2: 1400 legitimate messages currently incorporated into the cor-
pus and (v) spam_2: 1397 spam messages recently incorporated into the compilation. 
Messages in SpamAssassin are encoded in accordance with RFC 822 [20]. This fact 
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makes possible the utilization of different pre-processing techniques. Due to these 
reasons, it represents a good dataset for testing the new noise reduction technique we 
are presenting in this work. 

In our experimentation with the SpamAssassin corpus we have used five well- 
known feature selection methods: (i) Information Gain (IG), (ii) Odds ratio (OR), (iii) 
Document Frequency (DF), (iv) χ2 statistic and (v) Mutual Information (MI). Some 
recent work [9] has gathered together key properties of each one, studying the influ-
ence of feature selection over different Naïve Bayes algorithms and concluding that 
Flexible Bayes is the most reliable Bayesian algorithm for e-mail classification. Based 
on our previous results we have selected Flexible Bayes classifier in order to carry out 
the experimental stage. Moreover, we have used a 10 fold-cross stratified validation 
scheme for improving the quality of the achieved results [21]. 

In order to determine the effectiveness of our QNS algorithm working with Flexi-
ble Bayes we have computed the following percentage measures: (i) OK: well-
classified mails (ii) FP: false positives and (iii) FN: false negatives. We have also 
used recall and precision measures. Recall is able to compute the ability of classify-
ing spam e-mails (higher values imply more spam detected) while precision shows the 
competence of low false positive errors (higher values imply lower false positives 
rate). The equations that govern recall and precision are: 

          

nspam fn
recall

nspam

−=
 

nspam fn
precision

nspam fn fp

−=
− +

    (1) 

where fn and fp represent the number of false negatives and false positives respec-
tively, and nspam is the number of spam e-mails in the training corpus. 

In the work of [22] it is suggested the utilization of Batting average in order to 
show the connection between recall and precision. This measure is built taking into 
consideration hitrate/strikerate ratio, where the former represents the number of de-
tected spam messages and the later the false positive average. It is also a useful meas-
ure for comparison purposes, so we have used it. 

Another interesting measure is f-score, which was originally proposed by Rijsber-
gen [23] to combine recall and precision. F-score ranges in the interval [0-1] and its 
value is 1 only if the number of FP and FN errors generated by the filter is 0. Expres-
sion (2) shows how to compute this measure. 

2 precision recall
f score

precision recall

⋅ ⋅− =
+

 (2) 

Recently, a new measure called balanced f-score or f-scoreβ has been introduced 
[24]. As f-score, balanced f-score combines precision and recall but considering they 
have different importance. If β=1 then precision and recall have the same weight, so 
f-score= f-scoreβ. If β>1 then precision is more important than recall. Otherwise, 
recall has more weight. f-scoreβ can be computed as Expression (3) shows. 

2

2

( 1) precision recall
f score

precision recallβ
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β
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 (3) 
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In the work of [8] the Total Cost Ratio (TCR) measure was introduced. This meas-
ure uses λ to ponder false positive and false negative costs. A FP error is λ times more 
costly than a false negative one and its value represent the problems caused to the 
end-user. Default values of λ are 1, 9 and 999. Expression (4) shows how to calculate 
TCR. 

nspam
TCR

fp fnλ
=

⋅ +
 (4) 

where fn and fp represent the number of false negatives and false positives, respec-
tively, and nspam is the number of spam e-mails in the training corpus. 

From another point of view, we have used ROC (Receiver Operating Characteris-
tics) curves [25]. A ROC curve is a graphical plot of the fraction of true positives vs. 
the fraction of false positives. ROC analysis provides tools to select plausible optimal 
models and to discard suboptimal ones from a cost-sensitive point of view. ROC 
analysis is related in a direct and natural way to cost/benefit analysis of diagnostic 
decision making. 

If there are no classification errors, the values of sensitivity and specifity are 1 and 
the ROC curve is a horizontal line. If the model probability is near 50%, the ROC 
curve is a line from (0, 0) point to (1, 1) point. An interesting feature for assessing 
model accuracy is the area under the ROC curve. This area ranges from 1 (perfect 
test) to 0.5 (pointless test), and it can be understood as the probability of achieving 
good classification results by using an e-mail classifier. 

5   Results and Evaluation 

This section presents and explains the results obtained during the experimentation 
carried out. As we mentioned earlier, we have selected the SpamAssassin corpus 
following a 10 fold-cross stratified validation schema. Our experimental design is 
composed of two different scenarios. The two analyzed scenarios consider the utiliza-
tion of Flexible Bayes with and without our proposed QNS technique. Moreover, in 
each scenario we analyze the impact of our method over five well-known feature 
selection algorithms. 

Figure 1 shows the connection between the percentage of well-classified messages, 
false positives and false negatives between the two analyzed scenarios. 

As we can realize from Figure 1, the number of well-classified e-mails grows up 
when our QNS method is used. Furthermore, the amount of false positives is also 
reduced. Finally, the number of false negative errors is also decreased when MI and 
IG feature selection methods are used. This percentage increases slightly when using 
CHI, DF and OR feature selection approaches. 

After carrying out an initial percentage evaluation we have used precision, recall, f-
score and balanced f-score measures for the comparison of the selected scenarios. 
Table 4 compares precision and recall results for Flexible Bayes with and without 
running our QNS technique. 
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a) Accuracy without using QNS b) Accuracy using QNS  

Fig. 1. Comparison of OK, FN and FP percentages for Flexible Bayes 

Table 4. Precision, recall, f-score and balanced f-score using Flexible Bayes 

  MI χ2 DF IG OR 

Precision 0.251 0.591 0.703 0.698 0.314 

Recall 0.978 0.938 0.908 0.906 0.701 

F-score 0.295 0.638 0.736 0.732 0.353 F
B

   
   

 
w

/o
 Q

N
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Balanced f-score (β=2) 0.400 0.725 0.792 0.789 0.433 

Precision 0.255 0.735 0.810 0.817 0.914 

Recall 0.991 0.913 0.867 0.872 0.774 

F-score 0.300 0.765 0.821 0.827 0.838 

F
B

 w
it

h 
Q
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Balanced f-score (β=2) 0.406 0.814 0.837 0.843 0.882 

 
From Table 4 we can see how DF and IG achieve the best values for precision, f-

score and balanced f-score, among all feature selection methods when no noise reduc-
tion method is used. When we use our QNS method it can be seen that DF and IG 
present good values for precision, f-score and balanced f-score improving those ini-
tially obtained. Furthermore, OR has a high value of precision and a similar recall to 
DF as well as it improves original algorithm results. This behaviour is due to QNS 
application makes terms with noise become similar to their originals, so they are able 
to belong to the same category. This term convergence lets OR to determinate more 
clearly if a category is spam or legitimate and consequently the classifier achieves 
accurate results. 

As we suggested before, we have also used the batting average and TCR scores to 
analyze the filter performance. Table 5 displays a summary of the achieved results by 
taking into account these measures. 

Inspecting table values presented in Table 5, we can realize that DF and IG are the 
feature selection techniques with best accuracy when we do not use our noise reduc-
tion method. In case of QNS is applied, TCR and batting average results become 
improved. Moreover, OR is able to achieve better values than DF and IG, with  
a strikerate of 0.025 indicating that the false positives average is close to 0. From  
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a) ROC curves for MI feature selection method

 
b) ROC curves for χ2 feature selection method 

 
c) ROC curves for DF feature selection method

 
d) ROC curves for IG feature selection method 

 
e) ROC curves for OR feature selection method

 

Fig. 2. ROC curves for Flexible Bayes using χ2, DF, IG, MI and OR as feature selection 
methods with and without our QNS technique 



238 I. Cid et al. 

Table 5. Different TCR values and batting average ratio using Flexible Bayes 

  MI χ2 DF IG OR 

TCR λ=999 0 0.001 0.002 0.002 0 

TCR λ=9 0.038 0.170 0.284 0.277 0.071 

TCR λ=1 0.341 1.411 2.119 2.071 0.546 F
B

   
   

   
w

/o
 Q

N
S 

Batting average 0.978/0.996 0.938/0.222 0.908/0.131 0.906/0.133 0.701/0.524 

TCR λ=999 0 0.003 0.005 0.005 0.014 

TCR λ=9 0.038 0.330 0.520 0.547 1.170 

TCR λ=1 0.345 2.422 3.046 3.194 3.388 

F
B

 w
it

h 
Q

N
S 

Batting average 0.991/0.987 0.913/0.112 0.867/0.069 0.872/0.067 0.774/0.025 

 
another perspective, we can conclude the usage of MI feature selection technique is 
not advisable for using in conjunction with Flexible Bayes. 

Finally, we have plotted several ROC curves in order to check the advisability of 
the proposed technique using different feature selection methods with Flexible Bayes 
classifier. Figure 2 represents the ROC curves for the execution of the experiments. 

In order to complete the information provided by plotting the ROC curves, we have 
also computed the area under the curve, the standard error, and the 95% confidence 
interval for each test. Results are shown in Table 6.  

Table 6. ROC analysis for Flexible Bayes using χ2, DF, IG, MI and OR feature selection 
methods with and without QNS technique 

 Area under curve Standard error 95% Confidence interval 
FB_MI_norm 0.500 0.007 0.490 to 0.510 

FB_MI_QNS 0.500 0.007 0.490 to 0.510 

FB_CHI_norm 0.861 0.005 0.854 to 0.868 

FB_CHI_ QNS 0.895 0.005 0.889 to 0.901 

FB_DF_norm 0.885 0.005 0.879 to 0.892 

FB_DF_QNS 0.894 0.005 0.887 to 0.900 

FB_IG_norm 0.880 0.005 0.873 to 0.887 

FB_IG_QNS 0.890 0.005 0.884 to 0.897 

FB_OR_norm 0.883 0.005 0.876 to 0.890 

FB_OR_QNS 0.976 0.003 0.972 to 0.979 

 
As we can see from the information showed in Table 6 and Figure 2, the utilization 

of our proposed noise removal technique is able to successfully improve the accuracy 
of the filtering process in almost all the analyzed scenarios. Moreover, it can be stated 
that the utilization of MI method should not be used for spam filtering. Results using 
this feature selection technique are very poor even when the QNS method is applied. 

Finally, in order to study the significance level of our findings, we have executed a 
statistical test assuming the null hypothesis that the areas under the ROC curves are 
equal. Results from this statistical test are shown in Table 7.  
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Table 7. Results for the execution of ROC statistical test 

 Difference 
between areas 

Standard 
error 

95% Confidence 
interval 

Significance 
level 

FB_MI 
norm vs. QNS 

0.000 0.010 0.019 to 0.019 p = 1.000 

FB_CHI 
norm vs. QNS 

0.034 0.004 0.026 to 0.042 p < 0.001 

FB_DF 
norm vs. QNS 

0.008 0.003 0.002 to 0.015 P = 0.012 

FB_IG 
norm vs. QNS 

0.010 0.003 0.003 to 0.017 p = 0.003 

FB_OR 
norm vs. QNS 

0.092 0.005 0.082 to 0.102 p < 0.001 

 
From results shown in Table 7, we can see that p-values achieved in the different 

scenarios are lower than 0.05 except for the usage of MI feature selection technique. 
Therefore, from a statistical point of view, the choice of using the QNS technique can 
significantly improve the accuracy of Flexible Bayes spam filter. 

6   Conclusions and Further Work 

This work has presented a novel noise reduction technique for spam filtering called 
Quick Noise Skipping. We have successfully applied this method using a Bayesian 
algorithm and five different feature selection techniques. Results from our experi-
ments have shown the increment on filter effectiveness for all the feature selection 
methods used. 

Our QNS reduction technique provides more useful information for feature selec-
tion methods working together with Flexible Bayes classifier. When removing noise, 
filters ignore information that adulterates their regular operation. Moreover, some 
features are taken into account which would not have been considered if QNS or other 
noise reduction method was not applied. Due to these useful information gain and 
superfluous data reduction, the number of well classified messages increases while 
reducing the number of false positives. Therefore, the accuracy of the Flexible Bayes 
filter is improved by using each analyzed feature selection method. These findings are 
supported from the results showed in Section 5. 

Odds Rate is the best feature selection method to apply with one QNS technique 
because it utilizes a threshold value with a high variance, so probability values near to 
0.5 prevent the odds rate index from correctly classifying a term. When noise is re-
duced for those terms near to 0.5, in which obfuscated words are included, we get a 
slight probability variation that implies a big change on their odds rate index. Thus, it 
clearly implies a better working of the feature selection technique, and consequently, 
a more accurate operation of the Bayesian filter. 

As future research line, we are working on evaluating several regular expressions 
with our noise reduction technique, in order to improve the convergence of some word 
variants into the same term. Furthermore, some semantic evaluation approaches can be 
considered as a previous step to feature selection. This extra level of information 
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should identify different words with the same category by using similarity relations 
among them. Moreover, we are thinking about the possibility of test our QNS  
technique with the Enron corpus as well as applying QNS over different Naïve Bayes 
filters. 
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Abstract. The aim of collaborative filtering is to help users to find items
that they should appreciate from huge catalogues. In that field, we can
distinguish user-based from item-based approaches. The former is based
on the notion of user neighbourhoods while the latter uses item neigh-
bourhoods.

The definition of similarity between users and items is a key problem
in both approaches. While traditional similarity measures can be used,
we will see in this paper that bespoke ones, that are tailored to type of
data that is typically available (i.e. very sparse), tend to lead to better
results.

Extensive experiments are conductedon twopublicly availabledatasets,
called MovieLens and Netflix. Many similarity measures are compared.
And we will show that using weighted similarity measures significantly im-
proves the results of both user- and item-based approaches.

1 Introduction

There has been a growth in interest in recommender systems [1] in the last two
decades, since the appearance of the first papers on this subject in the mid-
1990s [2]. The aim of such systems is to help users to find items that they should
appreciate from huge catalogues.

Items can be of any type, such as movies, music, books, web pages, online
news, jokes and restaurants. In this paper, we focus on movie items. The goal,
therefore, of recommender systems, in this context, is to help users to find movies
of interest, based on some information about their historical preferences.

Three types of recommender systems are commonly proposed:

1. collaborative filtering;
2. content-based filtering;
3. and hybrid filtering.

In the first case, the input to the system is a set of user ratings on items.
Users can be compared based upon their shared appreciation of items, creating
the notion of user neighbourhoods. Similarly, items can be compared based upon
the shared appreciation of users, rendering the notion of item neighbourhoods.
The item rating for a given user can then be predicted based upon the ratings
given in her user neighbourhood and the item neighbourhood.

P. Perner (Ed.): ICDM 2008, LNAI 5077, pp. 242–255, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In content-based filtering, however, item content descriptions are used to con-
struct user thematic profiles, that contain information about user preferences,
such as, in the context of movies, “like comedy and dislike war”. The user’s pre-
dicted appreciation of a given item is then based on the proximity between the
item description and the user profile.

Finally, in the case of hybrid filtering, both types of information, collaborative
and content-based, are exploited.

Collaborative filtering techniques are more often implemented than the other
two and often result in better predictive performance. The main reason is that
they do not require these difficult to come by, well-structured item descriptions.
Instead, they are based on users’ preferences for items, that can carry a more
general meaning than is contained in an item description. Indeed, viewers gen-
erally select a movie to watch based upon more elements than only its genre,
actors and director.

So this paper focuses on collaborative filtering, that can be divided into three
sets of approaches:

1. user-based approaches [2] associate a set of nearest neighbours with each
user, and then predict the user’s rating for unscored items using the ratings
given by the neighbours on that item;

2. item-based approaches [3] associate an item with a set of nearest neighbours,
and then predict the user’s rating for an item using the ratings given by the
user on the nearest neighbours of the target item;

3. and model-based approaches and more specifically those based on clustering
[4], tend to be more scalable, by constructing a set of user groups or item
groups, and then predicting a user’s rating for an item using the mean rating
given by the group members

We concentrate on the first two approaches. The definition of similarity be-
tween users and items is a key problem in each approach. Since the data that
are typically available in collaborative filtering are very sparse, traditional simi-
larity measures need to be adapted. Generally, when comparing two users or two
items, only the set of attributes in common are considered. However, by doing
so, many users and items may be compared based only on very few attributes,
which can lead to a lack of meaning.

In this paper, we propose to adapt traditional similarity measures to sparse
data. Our approach consists in using a new weighting scheme of existing simi-
larity measures, so that users and items that share many attributes are prefered
to others that only share a few attributes. We will then show the interest of such
new measures, not only in improving the predictive performance of collaborative
filtering systems, but also in improving their scalability.

This brings us naturally to the issue of evaluating the performance of a given
recommender system [5]. This is typically done by using cross-validation. Then
the most widely used measures for comparison are:

1. Mean Absolute Error (MAE);
2. Root Mean Squared Error (RMSE);
3. and Precision and Recall.
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The first two measures evaluate the capability of a method to predict if a
user will like or dislike an item, whereas the third set of measures evaluates its
capability of providing an ordered list of items that a user should like. These
measures thus carry different meanings [6]. In the first two cases, the method
needs to be able to predict dislike, but there is no need to order items. In the
last case, however, the method only focuses on items that users will like and the
order in which these items are ranked is important.

Beyond the importance of the predictive performance of recommender sys-
tems, other elements may be taken into consideration in their evaluation. The
scalability of the proposed system is for example an important characteristic
that needs to be taken into account.

To conduct experiments, we will use two real rating datasets that are pub-
licly available, called MovieLens and Netflix [7]. The first one contains 1,000,209
ratings collected from 6,040 users on 3,706 movies. The second dataset contains
100,480,507 ratings for 480,189 users and 17,770 movies. Both are completely
independent.

To summarise, this paper, on the study of similarity measures for collaborative
filtering, will be structured as follows: an overview of the principal approaches for
collaborative filtering is presented in section 2, alongside a study of similarity
measures for comparing users and items; the results of extensive experiments
are reported in section 3 in order to compare various similarity measures for
collaborative filtering approaches, using cross-validation on the MovieLens and
Netflix datasets; finally, section 4 concludes the paper and topics for future
research are suggested.

2 Collaborative Filtering

Let U be a set of N users, I a set of M items, and R a set of ratings rui of users
u ∈ U on items i ∈ I. Su ⊆ I stands for the set of items that user u has rated.

Let us set to minr the minimum rating and Maxr the maximum rating. In
the MovieLens and Netflix datasets for example, ratings are integers ranging
from 1 (meaning dislike) to 5 (meaning high like).

The goal of collaborative filtering approaches is then to be able to predict the
rating pai of a given user a on a given item i. User a is supposed to be active,
meaning that she has already rated some items, so Sa �= ∅. But the item to be
predicted shall not be known by the user, so i /∈ Sa.

2.1 User-Based Approaches

For user-based approaches [2,8], the prediction of a user rating on an item is
based on the ratings, on that item, of the nearest neighbours. So a similarity
measure between users needs to be defined. Then a set of nearest neighbours is
selected. And finally, a method for combining the ratings of those neighbours on
the target item needs to be chosen.

The way the similarity between users is computed will be discussed in subsec-
tion 2.3. Let sim(a, u) be that similarity measure between users a and u. The



Designing Specific Weighted Similarity Measures 245

number of neighbours considered is often set by a system parameter that we
denote by K. So the set of neighbours of a given user a, denoted by Ta, is made
of the K users that maximise their similarity to user a.

A possible way to predict the rating of user a on item i is then to use the
weighted sum of the ratings of the nearest neighbours u ∈ Ta that have already
rated item i:

pai =

∑
{u∈Ta|i∈Su} sim(a, u)× rui∑

{u∈Ta|i∈Su} |sim(a, u)| (1)

In order to take into account the difference in use of the rating scale by
different users, predictions based on deviations from the mean ratings have been
proposed. In that case, pai is computed using the sum of the user mean rating
and the weighted sum of deviations from their mean rating of the neighbours
that have rated item i:

pai = ra +

∑
{u∈Ta|i∈Su} sim(a, u)× (rui − ru)∑

{u∈Ta|i∈Su} |sim(a, u)| (2)

ru represents the mean rating of user u:

ru =

∑
{i∈Su} rui

|Su| (3)

Indeed, let us suppose a user rates 4 a movie she likes and 1 a movie she
dislikes while another user rates 5 a movie she likes and 2 a movie she dislikes.
Then using deviations from their mean rating will reduce the effect of such a
difference in use of the rating scale.

The time complexity of user-based approaches is O(N2 × M × K) for the
neighbourhood model construction, it is O(K) for one rating prediction, and the
space complexity is O(N ×K).

2.2 Item-Based Approaches

Then item-based approaches have known a growing interest [3,9,10,11]. Given a
similarity measure between items, such approaches first define item neighbour-
hoods. Then the rating of a user on an item is predicted by using the ratings of
the user on the neighbours of the target item.

The possible choices of the similarity measure sim(i, j) defined between items
i and j will be discussed in the next subsection. Then, as for user-based ap-
proaches, the item neighbourhood size K is a system parameter that needs to
be defined. And given Ti the neighbourhood of item i, two ways for predict-
ing new user ratings can be considered: weighted sum, and weighted sum of
deviations from the mean item ratings:

pai =

∑
{j∈Sa∩Ti} sim(i, j)× raj∑

{j∈Sa∩Ti} |sim(i, j)| (4)
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pai = ri +

∑
{j∈Sa∩Ti} sim(i, j)× (raj − rj)∑

{j∈Sa∩Ti} |sim(i, j)| (5)

ri represents here the mean rating on item i:

ri =

∑
{u∈U|i∈Su} rui

|{u ∈ U |i ∈ Su}| (6)

The time complexity of item-based approaches is O(M2 × N × K) for the
neighbourhood model construction, it is O(K) for one rating prediction, and the
space complexity is O(M ×K).

2.3 Similarity Measures

The similarity defined between users or items is crucial in collaborative filtering.
The first one proposed in [2] is pearson correlation. It corresponds to the cosine
of deviations from the mean:

pearson(a, u) =

∑
{i∈Sa∩Su}(rai − ra)× (rui − ru)√∑

{i∈Sa∩Su}(rai − ra)2
∑

{i∈Sa∩Su}(rui − ru)2
(7)

Simple cosine can also be used. It has been tested in [3]:

cosine(a, u) =

∑
{i∈Sa∩Su} rai × rui√∑

{i∈Sa∩Su} r2
ai

∑
{i∈Sa∩Su} r2

ui

(8)

Other similarity measures based on cosine have been proposed in [12]. But
they have been shown less relevant. We also propose here the simple case of
manhattan similarity:

manhattan(a, u) = 1− 1
Maxr −minr

×
∑

{i∈Sa∩Su} |rai − rui|
|{i ∈ Sa ∩ Su}| (9)

For all these similarity measures, only the set of attributes in common between
two vectors are considered. Thus two vectors may be completely similar even if
they only share one appreciation on one attribute.

Let us illustrate the drawback of such measures on one example. One user
is fan of science fiction while another user only watches comedys. They haven’t
rated any movie in common so their similarity is null. Now they both say they
like “Men In Black”, a comic science fiction movie. So these two users become
completely similar according to the previously presented measures.

On the contrary, jaccard similarity doesn’t suffer from this limitation since it
measures the overlap that two vectors share with their attributes:

jaccard(a, u) =
|{Sa ∩ Su}|
|{Sa ∪ Su}| (10)
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On the other hand, such a measure doesn’t take into account the difference
of ratings between the vectors. In this case, if two users watch the same movies
but have completely opposite opinions on them, then they are considered to be
similar anyway according to jaccard similarity.

So we propose to combine jaccard with the other similarity measures, in or-
der to benefit from their complementarity. We propose to simply compute the
product between the jaccard similarity and the other ones. Jaccard would thus
serve as a weighting scheme. So wpearson stands for weighted pearson, the new
similarity measure made by the product of pearson and jaccard. Similarly, we
denote by wcosine and wmanhattan the combination of jaccard with cosine and
manhattan respectively.

Cosine-based similarity measures have their values comprised between -1 and 1
while the other similarity values are comprised between 0 and 1.

3 Experiments

3.1 Protocol

We conduct these experiments using the MovieLens and Netflix datasets. We
randomly divide them into 2 parts, training the chosen model using 90% of the
datasets and testing it on the last 10%. In all experiments, the division of the
datasets is always the same, so that all approaches are evaluated under exactly
the same conditions.

Given T = {(u, i, r)} the set of (user, item, rating) triplets used for test, the
Mean Absolute Error Rate (MAE) and Root Mean Squared Error (RMSE) are
used to evaluate the performance of the algorithms:

MAE =
1
|T |

∑
(u,i,r)∈T

|pui − r| (11)

RMSE =

√√√√ 1
|T |

∑
(u,i,r)∈T

(pui − r)2 (12)

The predicted ratings are rounded when the MAE is reported.
We then use precision measures specifically designed for the current context.

precision5 stands for the proportion of maximum ratings in the test dataset
(Maxr = 5) that are retrieved as the best predicted ratings. Similarly, precision4

stands for the proportion of test ratings higher than Maxr − 1 = 4 that are
considered as the best ratings using the given recommender system.

Finally, we also report the time spent to learn the models, and for predictions.
The computer used for these experiments has 32Go RAM and 64 bits 3.40GHz
2-cores CPU.
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3.2 Results

Considering only the principal collaborative filtering approaches already leads
us to a lot of choices and parameters. When implementing a user- or item-based
approach, one may choose:

– a similarity measure: pearson (equation 7), cosine (8), manhattan (9), jac-
card (10), or the proposed combinations of jaccard with the others;

– a neighbourhood size K;
– and how to compute predictions: using a weighted sum of rating values (equa-

tions 1 and 4), or using a weighted sum of deviations from the mean (2 and 5).

Prediction scheme based on deviations from the mean has been shown to be
more effective in [12]. We confirmed this result in our experiments. So in the
following, only the results using this scheme are reported.

This paper is about the comparison of various similarity measures. So the
following figures 1 to 3 show the Mean Absolute Error Rate obtained using the
proposed measures, varying the neighbourhood size K from 10 to the maximum
number of possible neighbours, for both user- and item-based approaches, and
on both MovieLens and Netflix datasets.

Figure 1 first shows the error rates of item-based approaches depending on the
similarity measure used and the neighbourhood size. The optimum is reached
with the weighted pearson similarity and 100 neighbours. All similarity measures
are improved when they are weighted with jaccard, at least when few neighbours
are considered. All these weighted similarity measures reach their optimum when
100 neighbours are selected. On the contrary, non-weighted similarity measures
need much more neighbours to reach their optimum. 700 neighbours shall be
selected when using simple manhattan similarity, and 1500 when using simple
cosine or simple pearson.

Figures 2 and 3 show that the same conclusions hold when using user-based
approaches, as well as when the Netflix dataset is used instead of MovieLens.
Weighted pearson similarity always leads to the best results. Using our proposed
weighting scheme always improves the results. 300 neighbours shall be considered
for an user-based approach on MovieLens, and 70 for an item-based approach on
Netflix. On the contrary, 2000 to 4000 neighbours need to be selected to reach
the minimum error rate of non-weigthed similarity measures.

The results have been presented for the MAE. They are completely similar for
the other performance measures: RMSE and precisions. Beyond the improvement
of predictive performance when our proposed weighting scheme is used, another
important advantage is that fewer neighbours need to be selected, so that the
algorithms also gain in scalability.

Tables 1 and 2 summarise the results of the best of each approach, including
learning and prediction times, and precisions. The default approach that is re-
ported is Bayes designed to minimise RMSE. More details on this method can
be found in [12]. Both user- and item-based approaches reach optimal results
when the weighted pearson similarity is used. On MovieLens, 300 neighbours
are selected for the best user-based approach, and 100 for the best item-based
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Fig. 3. Comparing MAE on Netflix when using item-based approaches with different
similarity measures and neighbourhood sizes (K)

Table 1. Summary of the best results on MovieLens depending on the type of approach

neighbour learning prediction
MAE RMSE precision5 precision4

number time time

default / 1 sec. 1 sec. 0.6855 0.9234 0.5451 0.7676

user-based 300 4 min. 3 sec. 0.6533 0.8902 0.5710 0.7810

item-based 100 2 min. 1 sec. 0.6213 0.8550 0.5864 0.7915

Table 2. Summary of the best results on Netflix depending on the type of approach

neighbour learning prediction
MAE RMSE precision5 precision4

number time time

default / 6 sec. 15 sec. 0.6903 0.9236 0.5524 0.7392

user-based 1000 9 h 28 min. 0.6440 0.8811 0.5902 0.7655

item-based 70 2 h 30 1 min. 0.5990 0.8436 0.6216 0.7827
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Fig. 4. Comparing the mean number of common attributes (C) between nearest item
neighbours on MovieLens when considering different neighbourhood sizes (K)

one. On Netflix, considering 70 neighbours leads to the lowest error rate. User-
based approaches, however, face scalability issues. It is too expensive to compute
the entire user-user matrix. So instead, we begin by running a clustering, and
we then consider as potential neighbours only the users that belong to the same
cluster. Considering many neighbours improves the results. But a model based
on 1000 neighbours, selected starting from a clustering with 90 clusters, needs
9 hours to learn, 28 minuts to predict, and 10Go RAM. The best overall results
are reached using an item-based approach. It needs 2 hours and a half to learn
the model on Netflix, and 1 minut to produce 10 millions rating predictions. A
precision5 of 0.6216 means that 62.16% of the best rated items are captured by
the system and proposed to the users.

Now let us concentrate on item-based approaches and pearson-based simi-
larities. Figure 4 shows the mean number of attributes in common between the
nearest item neighbours, depending on the similarity measure used and the num-
ber K of nearest neighbours considered. It thus shows that when pearson is used,
the nearest neighbours in fact do not share many attributes. They often have
only one attribute in common. On the contrary, by using jaccard similarity, the
selected neighbours are those that share a maximum number of attributes. Fig-
ure 4 shows us that many items share more than 100 attributes on the MovieLens
dataset. Jaccard searches to optimise the number of common attributes between
vectors, but this may not be the best solution for nearest neighbour selection
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since the values of the vectors on the shared attributes may differ. Weighted
pearson is then an interesting compromise between pearson and jaccard.

Then figures 5 and 6 show the results obtained when raising the similarities
to some different power (but still preserving their sign). By doing that, since the
measures are comprised between -1 and 1, the influence of the nearest neighbours
increases while the influence of the furthest neighbours decreases. We can thus
observe that the results improve when raising weighted pearson to some power.
On the contrary, the results do not change very much when simple pearson is
raised to some power, and even sometimes results are worse. So this shows that
our proposed weighting scheme gives meaning to the notion of neighbourhood,
since giving more trust to the nearest neighbours improves the results, and con-
sidering more and more neighbours does not decrease the results anymore.

Finally, tables 3 and 4 summarise the results obtained with item-based ap-
proaches and pearson-based similarities. They compare the performance depend-
ing on whether our proposed weighting scheme is used or not. It thus clearly
shows the interest of weighting the traditional similarity measures, since all per-
formance measures are improved. Fewer neighbours need to be selected, learning
time and prediction time are lower, and the predictive performance are signifi-
cantly better.

We have also tested other ensemblist similarity measures than jaccard that
can be found in [13]: Simple Matching, Russel and Rao, Sokal and Sneath, Rogers
and Tanimoto, Dice, and Yule. But none of these did improve the results.

Table 3. Summary of the best results of item-based approaches on MovieLens depend-
ing on the use of our proposed weighting scheme

neighbour raised learning prediction
MAE RMSE precision5 precision4

number power time time

non-weighted 1500 1 3 min. 7 sec. 0.6500 0.8798 0.5703 0.7808

weighted 500 3 2 min. 3 sec. 0.6075 0.8404 0.5957 0.7958

Table 4. Summary of the best results of item-based approaches on Netflix depending
on the use of our proposed weighting scheme

neighbour raised learning prediction
MAE RMSE precision5 precision4number power time time

non-weighted 10000 3 7 h 38 min. 0.6291 0.8675 0.6042 0.7712

weighted 200 3 2 h 30 1 min. 0.5836 0.8297 0.6352 0.7881
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4 Conclusion

We have shown in this paper that weighting traditional similarity measures used
for collaborative filtering can substantially improve the results of both user- and
item-based approaches. More specifically, we have shown that combining pearson
and jaccard similarities leads to the best results. This has been verified on two
widely-used and independent movie datasets: MovieLens and Netflix.

We have explain that such weighting schemes are useful because traditional
similarity measures, such as pearson, have the drawback of considering as neigh-
bours rating vectors that share too few attributes. On the contrary, by using
our proposed weighted measures, we have verified that the vectors considered as
neighbours share many attributes.

Moreover, we have observed that using these weighted measures allows us
to consider fewer neighbours than when non-weighted measures are used. So
learning and prediction times of both user- and item-based collaborative filtering
approaches are also improved thanks to our new proposition. Finally, we have
also observed that raising the weighted pearson similarity to some power still
improves the results.

We have also confirmed that item-based approaches outperform user-based
ones. Besides their better results, item-based methods have other advantages.
Their learning and prediction times are lower, at least for datasets that contain
more users than items. They are able to produce relevant predictions as soon as
a user has rated one item. Moreover, such models are also appropriate for the
navigation in item catalogues even when no information about the current user
is available, since it can also present to a user the nearest neighbours of any item
she is currently interested in.

Starting from the new similarity measure we have proposed, many approaches
for its optimisation may be considered. Content information on items could be
used for its improvement [14]. In particular, when an item is associated to very
few ratings, then finding its neighbours based on those ratings has little meaning.
Instead, using its content description could lead to find more relevant neighbours.
The similarity matrix could also be modified by using stochastic perturbations led
by cross-validation, or any other optimisation process [15]. Finally, other schemes
for combining jaccard and pearson than simple product may also be tested.

Another way to continue improving item-based approaches is to adapt the
neighbourhood size parameter to every item independently. Indeed, instead of
considering a global parameter fixing the number of neighbours to be considered
by each item, we could associate to each item its own parameter. Such parameters
could be optimised using cross-validation.

Finally, combining different approaches could also lead to better results. Many
ensemble methods could then be implemented in that field [16,17].
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Abstract. Improved usability and efficiency of organizational informa-
tion systems brings economical benefits to the organization and time
benefits to the users. We present a browsing assistance service suitable
for the organizational intranet environments. It helps users to shorten
their browsing interactions and achieve their goals faster. These benefits
are accomplished by providing relevant suggestions on the potential nav-
igation targets of interest to the users. The system design employs the
analytics of user browsing behavior and its appropriate segmentation.
It efficiently utilizes the initial and the terminal navigation points for
providing recommendations. The performance of the system has been
evaluated on the real world data of a large scale intranet portal.

1 Introduction

Commercial organizations have been devoting substantial resources to improving
usability of their electronic environments oriented toward the customers. They
have been collecting significant amounts of behavioral data in order to advance
their operations and services [1]-[3]. Unfortunately, the progress in the internal
improvement, aiming at the usability enhancements of their own information
systems—benefiting the employees, remains distantly behind [4].

Effective way to alleviate the usability of the electronic environments is to pro-
vide the browsing recommendations to the users implemented via service oriented
architecture [5],[6]. However, the recommender systems should more efficiently
utilize browsing analytics [7]. Researches have been exploring several approaches
to analyzing human behavior in electronic environments—ranging from behav-
ioral studies [8], and their automation [9], to click-stream analysis [10]. Significant
attention has been paid to modeling browsing behavior for predictive purposes
by utilizing: Markov models [11], cluster analysis methods [12], adaptive learning
strategies [13], and frequent pattern mining [14]. Unfortunately, these methods
are computationally intensive and non-scalable.

This work presents a novel approach to developing browsing assistance sys-
tems based on the segmentation of human web behavior and identification of
the essential navigation points [15]. These analytics are effectively utilized for
designing scalable algorithms economically implementable into large scale orga-
nizational information systems.

P. Perner (Ed.): ICDM 2008, LNAI 5077, pp. 256–267, 2008.
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2 Concept Formalization

We present and formalize the essential conceptual elements and introduce the
corresponding terminology. Along with the formal definitions are provided in-
tuitive and illustrative explanations that highlight the important aspects and
facilitate further comprehension.

The concept of segmenting human behavior in electronic environments has
been presented in [4]. We recall relevant constructs. Human undertakings in
electronic spaces are recorded as click-stream sequences. The click-streams of
page views can be divided into sessions, and sessions can further be divided into
subsequences. The segmentation of long click-streams into browsing sessions and
subsequences is carried out according to the user activity—primarily accounting
for the temporal characteristics of the activity bursts.

The click-stream sequence of page transitions is recorded as a sequence of
pairs {(pi, ti)}i, where pi denotes the visited page URLi at the time ti. For
analytic convenience this sequence is converted into the form: {(pi, di)}i where
di = ti+1 − ti represents a delay between the consecutive page views pi → pi+1

(see Figure 1). Human behavior in web environments displays periods of activity
followed by a longer inactivity periods. Delays di between the page transitions
serve a suitable segmentation indicator.

Fig. 1. Depiction of click-stream segmentation into browsing session and subsequences.
The first element of the subsequence is the starter. The last element is the attractor.

Definition 1. (Browsing Session, Subsequence)
Let {(pi, di)}i be a sequence of pages pi associated with delays di between con-
secutive transitions pi → pi+1.

Browsing session is a sequence B = {(pi, di)}i where each di ≤ TB. The
length of the browsing session is |B|.

Subsequence of an individual browsing session B is a sequence Q={(pi, di)}i

where each delay di ≤ TQ, and {(pi, di)}i ⊂ B. The subsequence length is |Q|.
Behavioral segments delineate tasks of various complexities users undertake in
electronic environments. Sessions represent more complex tasks accomplished
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via several subtasks—subsequences. Example: during a browsing session a user
may target a recent company policy announcement by navigating from the initial
page on a corporate portal - subsequence 1; and then locate and download the re-
lated document templates - subsequence 2. The user’s task of complying with the
latest company policy has been divided into two subtasks represented by subse-
quences: 1—familiarizing himself/herself with the new policy, and 2—obtaining
the proper document templates.

Pertinent issues in segmenting the users’ browsing behavior into sessions and
subsequences are the proper values of TB and TQ. Analysis of students’ web
behavior revealed that their browsing sessions last on average 25.5 minutes [16].
Knowledge workers’ browsing sessions on a corporate intranet portal have been
reported to last 48.5 minutes on average [4]. The study utilized empirically set
TB = 1 hour, and dynamically calculated value of TQ as an average delay in the
browsing session bounded from below by 30 seconds.

The ambition to understand the human browsing behavior in more detail calls
for observing where the users initiate their browsing actions and which resources
do they target. This leads to the identification of the starting and ending points
of subsequences, as well as the single user actions.

Definition 2. (Starter, Attractor, Singleton)
Let B = {(Qi, di)}M

i be a browsing session, and Qi = {(pik, dik)}N
k be its sub-

sequence.

Starter is the point p1 of the first pair element of subsequence Qi or session
B with length greater that 1. Set of starters is denoted as S.

Attractor is the point pl of the last pair element of subsequence Qi or session
B with length greater that 1; l ≡ N or l ≡ M . Set of attractors is denoted as A.

Singleton is a point p such that there exist a browsing session B or sub-
sequence Qi where |B| = 1 or |Qi| = 1, and (p, d) ∈ B or (p, d) ∈ Qi. Set of
singletons is denoted as Z.

As illustrated in Figure 1, the starters correspond to the initial navigation points
of users’ actions; e.g. the initial intranet portal page from our former example.
The attractors refer to the users’ goals of subtasks (example: the company pol-
icy announcement page) as well as the complete browsing sessions (example:
document templates download page). The singletons underline the single user
actions such as use of hotlists (e.g. history or bookmarks) [17]. Note that a single
navigation point can be starter, attractor, and singleton.

It is equally relevant to observe the multitudes of navigational pathways from
the starting points together with the transitions to the following subsequences.

Definition 3. (Starter and Attractor Mappings)
Let B = {(Qi, di)}i be a browsing session with consecutive subsequences Qi and
Qi+1.

Starter-attractor mapping ω : S → A is a mapping where for each starter
s ∈ S, ω(s) is a set of attractors of the subsequences Qi having starter s.
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Attractor-starter mapping ψ : A → S is a mapping where for each at-
tractor a ∈ A of the subsequences Qi, ψ(a) is a set of starters of the existing
consecutive subsequences Qi+1.

The starter-attractor mapping indicates the spectrum of targets the users ac-
cessed when initiating their browsing actions from the given starter. Note that
it does not relate to the number of links on the starter page; it rather indicates
the range of detected abstract browsing patterns: starter → set of attractors. It
is an important ’long-range’ access pattern indicator, since there may be sev-
eral intermediate pages in the subsequence. On the other hand, the attractor-
starter mapping outlines an important ’close-range’ access pattern indicator:
attractor → set of starters. It relates more closely to the spectrum of links ex-
posed on the attractor page (static or dynamic) and/or utilization of hotlists.

Definition 4. (Top Sets)
Let ω be a starter-attractor mapping and ψ be an attractor-starter mapping.
Top-n sets ω(n)(s) ⊆ ω(s) and ψ(n)(a) ⊆ ψ(a) are the ordered sets of the first n
points p ∈ ω(n)(s) and p ∈ ψ(n)(a) selected with respect to an ordering defined
by a function f : Φ → �; where Φ is either/or S ∪A, S ×A, A× S.

The top sets outline the sampling from the mappings with respect to an ordering
function. Consider for example a starter s with ω(s) = {a1, . . . , ax}, x ∈ N . Top-
n set ω(n)(s) = {a1, . . . , an}, n ≤ x, can be the selection of the highest ranking
attractor points according to a ranking function f defining ordering on the set
S ∪ A. The ordering function can be for instance a relative frequency of oc-
currences of points ai obtained during the behavioral analysis of given user
population. Numerous other ordering functions may be utilized.

3 System Conceptualization and Design

The system concept draws from a valuable analysis of knowledge worker behavior
on a large corporate intranet portal. We highlight several important character-
istics of the intranet usability and browsing behavior of its users before intro-
ducing the assistance system. This provides an empirical base for the decisions
and choices made during the system design.

Exploratory analysis of knowledge worker behavior in the intranet environ-
ment revealed numerous relevant usability and behavioral aspects [4]. Although
the intranet portal traffic was substantial, the available resources were generally
underutilized. Knowledge workers had a tendency to form browsing and behav-
ioral patterns. However, the patterns were largely diversified. The concise list of
the exposed browsing features relevant to our study follows.

– Browsing tasks were divided into three subtasks on average.
– General browsing strategy: familiarity with the starting navigation point and

knowledge of the traversal pathway to the target.
– Habituation of browsing behavior.
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– Rapid page transitions toward the target resource - within seconds.
– Short attention span - approximately seven minutes on average.
– Utilization of a small spectrum of starting navigation points and aiming at

small number of resources.
– Focused browsing interests and minuscule exploratory behavior.

The knowledge workers’ browsing behavior analysis uncovered important as-
pects of their navigation and utilization of the intranet portal. They should
be taken into consideration when developing an efficient assistance system. Ac-
counting for these observations enables us to determine the essential strategic
design requirements and characteristics.

Focus on starters and attractors. Appropriate assistance to users should
be offered on the starter and attractor pages. Since the common browsing
strategy highly utilized familiarity with the frequent starters, they are the
natural points for assistance services. The intermediate points between the
starter and attractor were passed in rapid transitions. Users did not pay
sufficient attention to the information displayed on these pages and basically
proceeded directly to the known link leading to the next page.

Aim at attractors and consecutive starters. Targets of the browsing as-
sistance services should be the attractors and consecutive starters. These are
the desired points in the intranet space that users want to access. The pages
between the starter and attractor are essentially transitional. The naviga-
tion assistance service should be offering a list of possible desired attractors
and starters. Numerous models utilized in browsing assistance systems are
focused on attempting to predict what would be the next general page the
users are going to visit. Our approach fundamentally differs from these tech-
niques by focusing on the essential navigation points rather than just on any
next page in the click-stream sequence.

Sufficient prediction depth: ≤ 3. Browsing sessions of knowledge workers
contained on average three subsequences. Thus the more complex intranet
tasks were divided into three subtasks. Each subtask has its starter si and
attractor ai. A general session may be described as:

s1
1−→ a1, s2

2−→ a2, s3
3−→ a3 ,

where the numbers above the right arrows denote the depth. In providing
assistance on attractors (and possibly subsequent starters) it is generally suf-
ficient to limit the depth level to less than or equal to three. This observation
may lead to computationally more efficient algorithms.

Fast and scalable system design. Significantly shortened attention span of
knowledge workers requires that assistance systems should be fast and com-
putationally inexpensive, in order to provide on-the-fly recommendations.
Extended waiting times, due to the computationally intensive algorithms,
may result in negative browsing experiences. These requirements naturally
depend on the complexness of the portal, number of users, resources, traffic,
and available computing power.
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3.1 System Design

Accounting for the presented requirements and characteristics we derive a brows-
ing assistance system providing suggestions on the closest attractors and/or
starters. The system is computationally efficient for providing on-the-fly page
recommendations and scalable.

Fig. 2. Depiction of system’s formation of page recommendation sets depending on
the user’s browsing state: a) - the starter page; b) - the attractor page

Intuitive illustration of how the assistance system extracts the initial sets of
recommendation pages is shown in Figure 2. Assume the user has reached a
starter page s (Figure 2-a). The system maps the starter s to a set of attractors
ω(s). From the set ω(s), only top-n attractors ω(n)(s) are selected with respect
to the suitable ranking/ordering function. The top-n attractors in ω(n)(s) are
the seeds for the second stage attractor-starter mapping. For each attractor
ai ∈ ω(n)(s) a set of corresponding top-m starters ψ(m)(ai) is chosen according
to the ordering function. The process is outlined as follows:

s −→ ω(n)(s) −→
⋃

ai∈ω(n)(s)

ψ(m)(ai) .

This leads to the initial recommendation set r(s) having n(1 + m) elements:

r(s) = ω(n)(s) ∪
⎛⎝ ⋃

ai∈ω(n)(s)

ψ(m)(ai)

⎞⎠ .

The initial recommendation set r(s) undergoes further selection. A subset of
w most suitable elements is chosen—again according to the proper ordering
function f :
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r(w)(s) =

⎡⎣ω(n)(s) ∪
⎛⎝ ⋃

ai∈ω(n)(s)

ψ(m)(ai)

⎞⎠⎤⎦
	f

. (1)

Analogously, the recommendations are provided also when the user reaches an
attractor page a (Figure 2-b). From the attractor-starter mapping ψ, the top-n
seed set ψ(n)(a) is selected with respect to the given ordering. Then for each
starter si ∈ ψ(n)(a) a corresponding set of top-m attractors ω(m)(si) is obtained.
This processing:

a −→ ψ(n)(a) −→
⋃

si∈ψ(n)(a)

ω(m)(si) ,

forms the initial recommendation set r(a) with n(1 + m) elements:

r(a) = ψ(n)(a) ∪
⎛⎝ ⋃

si∈ψ(n)(a)

ω(m)(si)

⎞⎠ ,

out of which only the top w elements are selected (with respect to the ordering
function f):

r(w)(a) =

⎡⎣ψ(n)(a) ∪
⎛⎝ ⋃

si∈ψ(n)(a)

ω(m)(si)

⎞⎠⎤⎦
	f

. (2)

Among the requirements for the assistance system design is to maintain the
computational efficiency in order to facilitate scalability and on-the-fly process-
ing. Pertinent issue here is the appropriate choice of the ordering function f .
The computational complexity and ranking efficiency of the ordering function
may significantly impact the system’s performance both computationally and
qualitatively. It is crucial to reach the right balance between the system’s com-
putational complexity and quality of recommendations.

To preserve the simplicity and consistency, the relative frequency of use of
the essential navigation points detected during the knowledge worker behavioral
analysis was chosen as the ordering function. It facilitates the reuse of the an-
alytic data, is efficiently implementable, and permits easy extension to various
domains of definition.

Recall that a navigation point p can be either a common point and/or starter,
attractor, and singleton (Definition 2). The sets of starters, attractors, and sin-
gletons are not necessarily disjunct. Hence the question rises: how to compute
the relative frequency of a point that has been detected to be starter, attractor,
and singleton (or any of their combinations)? We resolved this issue by taking
the average of the applicable relative frequencies.

f(p) = avrg(fS(p) + fA(p) + fZ(p)) ; fS(p) �= 0, fA(p) �= 0, fZ(p) �= 0, (3)

where fS denotes the starter relative frequency, fA stands for the attractor
relative frequency, and fZ indicates the singleton relative frequency.
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Fig. 3. Flowchart presentation of the browsing assistance system

The browsing assistance system functionality can be graphically presented
by the flowchart depicted in Figure 3. Initially, the parameters of the first and
second level expansions, and the size of the recommendation window w are set.
In parallel, the user’s current browsing state p is identified. If the browsing
state p is identified to be the starter and/or attractor, the system calculates
the appropriate recommendation set r(w)(p), as described by equations (1) and
(2), with respect to the relative frequency ordering function f expressed in
(3). The recommendations are then presented to the user on-the-fly at the given
page p.
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4 Practical Evaluation of the Assistance System

Practical evaluation of the assistance system has been performed on the real-
world data of a large scale intranet portal with significant knowledge worker user
base. The voluminous data incorporates browsing and behavioral characteristics
of wide ranging user assemblage. It serves as a suitable testbed for the evaluation
of the presented system. First, we briefly introduce the case study portal, plus
related data, and then present the essential evaluation of the introduced system.

4.1 Intranet and Data

The present study draws from the web log data analysis of The National Institute
of Advanced Industrial Science and Technology (Table 1). Intranet portal of
the institute is significantly large and complex. The web-core consists of six
servers connected to the high-speed backbone in a load balanced configuration.
Its accessibility ranges from high-speed optical to wireless connectivity.

The institute has a number of branches throughout the country. Services and
resources are decentralized. Intranet portal incorporates a rich set of resources
including documents (in various formats), multimedia, software, etc. Wide spec-
trum of services facilitate implementation of institutional business processes,
management of cooperation with industry, academia, and other institutes, lo-
calization of internal resources, etc. They also feature blogging and networking
services. Visible web space is in the excess of 1 GB, and deep web space is con-
siderably larger. However, it is difficult to estimate its size due to the distributed
architecture and alternating back-end data.

Vast intranet traffic produces a considerably large set of web log data. The
traffic is both human and machine generated. Data preprocessing, elimination of

Table 1. Information about the data used in the study

Data Volume ∼60 GB
Average Daily Volume ∼54 MB
Number of Servers 6
Number of Log Files 6814
Average File Size ∼9 MB
Time Period 3/2005 — 4/2006

Log Records 315 005 952
Resources 3 015 848
Sessions 3 454 243
Unique Sessions 2 704 067
Subsequences 7 335 577
Unique Subsequences 3 547 170
Valid Subsequences 3 156 310
Unique Valid Subsequences 1 644 848
Users ∼10 000
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Fig. 4. Recommendation correctness of the browsing assistance system with respect to
the size of the recommendation window w between 1 and 30. The steepest performance
increase is noticeable in the range w ∈ < 1, 5 >.

the machine generated traffic, and segmentation of the detected human behavior
into sessions and subsequences has been presented in [4] and is not detailed here.
The resulting working data and basic portal statistics are described in Table 1.
The large scale data contains records of significant and behaviorally diverse user
population.

4.2 System Evaluation

The processed data of the studied intranet portal were utilized for the practical
evaluation of the introduced browsing assistance system. Required evaluation
should verify the correctness of the system’s recommendations given the actual
pages users have accessed during their browsing experiences. We start with the
concise description of the test set selection and then present the obtained cor-
rectness values for the various sizes of recommendation sets.

Individual users can be identified by the distinct IP addresses. Unfortunately,
this holds only for the registered static IP addresses. The available data con-
tained both statically and dynamically assigned IP addresses. Smaller portion
of the distinct IP addresses were static and larger portion of the addresses were
dynamic. It should be noted that the exact identification of individual users
is generally not possible for dynamically assigned IP addresses. However, the
detected IP address space proportionally reflected the number of users.
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We identified IP addresses having more than fifty sessions originating from
them. This, on average, approximately relates to at least once per working week
browsing activity. There were 8739 such IPs. The activity logs of these addresses
were randomly sampled for subsequences. Ten subsequences were selected from
each of these IP addresses. The sequences were then sampled for the test naviga-
tion points and their actual corresponding attractors and/or starters. Thus the
testing set consisted of the pairs (p, y): point p → target y. The total number of
the testing pairs was 87390.

Given a navigation point pi in the testing set {(pi, yi)}i the introduced brows-
ing assistance system generated the recommendation set r(w)(pi). The generated
recommendation set r(w)(pi) was then checked whether it contains the corre-
sponding target element yi. The correctness of the recommendation was mea-
sured as a simple indicator function of yi on r(w)(pi). If the actual corresponding
point yi was present in the recommendation set r(w)(pi), the recommendation
was considered correct, otherwise it was considered incorrect. The assistance sys-
tem indicated satisfactory performance. The results of the evaluation for varying
recommendation window size w ∈ < 1, 30 > are displayed in Figure 4. The cor-
rectness performance rises sharply until the window size five, and starts flattening
from around twenty. In practice the window size ten may be the most suitable.

5 Conclusions and Future Work

A novel effective browsing assistance service for organizational information sys-
tems has been introduced. Its design stands on the solid analysis of the knowl-
edge worker browsing behavior. The case study platform was a large corporate
intranet portal. The assistance system is computationally efficient and scalable.

The design benefits from the identification of the essential navigation points
where users initiate and terminate their browsing tasks—starters and attractors.
These are the desired points where users pay the most attention, and thus are the
most appropriate for providing assistance services. Given the identified browsing
state of a user the presented system offers recommendations on the potentially
desirable set of pages. The recommendation set is comprised of the suitably
selected attractors and starters. The selection accounts for observed behavioral
analytics and average relative frequency of occurrences. Practical verification of
the system’s correctness indicates satisfactory results.

The future work aims at enhancing the assistance system by employing pro-
filing. Individual user profiles contain more accurate information about user
browsing characteristics. Deriving the recommendations based on the data in
user profiles may further improve correctness.
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Abstract. The development of the Web has been paralleled by the pro-
liferation of harmful Web pages content. Using Violent Web page as a
case study, we review some existing solutions, then we propose a vio-
lent Web content detection and filtering system called “WebAngels fil-
ter” which uses textual and structural analysis. “WebAngels filter” has
the advantage of combining several data mining algorithms for Web site
classification. We present a comparative study of different data mining
techniques to block violent contentWeb pages. Also, we discuss how the
combination learning based methods can improve filtering performances.
Our results show that it can detect and filter violent content effectively.

Keywords: Web Filtering Engine, Web classification and categorization,
data-mining, violent Web site filtering.

1 Introduction

Recently, research has shown that media violence has increased in quantity and
has also become much more graphic and sadistic. The Internet is adding an en-
tirely new dimension to the issue of media violence. Kids are exposed to contin-
uous violence on the Internet, ranging from sites with sophomoric cruel humour
to disturbing depiction of torture and sadism. The emergence of violent content
on the Web involved the necessity of providing filtering systems designed to se-
cure the internet access. A significant number of these products concentrates on
IPbased black list filtering, and their classification of Web sites is mostly manual,
that is to say no truly automatic classification process exists. But, as we know,
the Web is a highly dynamic information source. The ever-changing nature of
the Web calls for new techniques designed to classify and filter Web sites and
URLs automatically.

In this paper, we investigate this problem and describe “WebAngels filter”,
our automatic machine learning based violent Web sites classification and fil-
tering system. We place the emphasis on the comparison of different data min-
ing techniques for automatic violent website classification and filtering, and we
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demonstrate that a combination of classifiers can be applied to improve the
filtering efficiency of violent web pages.

The remainder of this article is organized as follows. In section 2, we start
out with over viewing related work according to Web filtering. Following that
the “WebAngels filter” architecture and principle are presented in section 3. The
violent Web sites classification is reviewed in section 4. An intensive experimental
evaluation and comparison results are discussed in section 5. In section 6, we
show the efficiency of combining data mining techniques to improve the filtering
accuracy rate. An experimental evaluation and comparison of “WebAngels filter”
with other products are presented in section 7. Finally section 8 summarizes the
“WebAngels filter” approach and presents some concluding remarks and future
work directions.

2 Related Research Work

Several litigious Web sites filtering approaches were proposed. Among these ap-
proaches, we can quote :

– The Platform for Internet Content Selection (PICS)1 is a set of specifica-
tion for content-rating systems which is supported by Microsoft Internet
Explorer, Netscape Navigator and other several Web filtering systems. PICS
can only be used as supplementary means for Web content filtering because
it is a voluntary self-labelling system freely rated to content provider.

– The exclusion filtering approach, which allows all access except to sites on a
manually constructed black list.

– The inclusion filtering approach, which only allows access to sites on a man-
ually constructed white list.

The main problem with these two latest approaches is that because of the con-
tinuous emergence of new sites, it is hard to construct and maintain complete
and up-to-date lists.

– The automated content filtering approach, where the acceptability of content
is dynamically assessed in real-time, based on Web page content, removing
the need to manually maintain a black list or a white list. We can distinguish
two types:
Keyword Blocking: In this approach a list of prohibited words is used to
identify undesirable Web pages. If a page contains a certain number of for-
bidden keywords, it is considered undesirable. The problem with this method
is the phenomenon of “overblocking” which blocks access to inoffensive Web
sites for instance Web pages which fight against violence.
Intelligent content Web filtering: Takes part of a more general problem
of automatic Web sites categorization and needs to rely on machine learn-
ing. At least, three categories of intelligent content Web Filtering can be
distinguished :

1 http://www.w3.org/PICS
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1. Textual content Web filtering: includes the work based only on a textual
content analysis. Caulkins et al. presented a general and flexible classi-
fication method based on statistical techniques applied to text material
for managing access to Web pages [1]. Su et al. used a hybrid model con-
sisted of two classifiers: the first is a key word matching and the second
is a text classifier [2]. Du et al. used a text classification for Web filtering
[3]. Gao et al. proposed a web filtering scheme based on hypertext clas-
sification and present a novel classifier combined SVM and K- nearest
neighbor to filter pornographic information on the WWW [4]. Polpinij
et al. [5] presented a web filtering system based on content and investi-
gate a text classifier to filter the pornography information on the WWW.
They focused on Thai-language and English-language web sites and they
aimed to investigate whether Support Vector Machine and Naive Bayes
algorithms are suitable for web sites classification.

2. Structural content Web filtering: includes the work based on an anal-
ysis of structural content, such as, Lee et al. presented an implemen-
tation of a Web content filtering system that combines the use of an
artificial neural network and the knowledge gained in the analysis of
pornographic Web pages [6]. Wai and Paul used a content filtering of
pornographic Web pages test based on structural and statistical analysis
with Bayesian classification [7]. Zhang et al. described an URL-based ob-
jectionable content categorization approach and its application to Web
filtering. They breaked the URL into a sequence of n-grams with a range
of n’s and then a machine learning algorithm is applied to the n-gram
representation of URLs to learn a classifier of pornographic Web sites
[8]. Agrawal et al. proposed a density threshold model and a density
based SVM model to classify objectionable content. They utilized multi-
ple information sources and show that treating them independently for
classification improves accuracy [9].

3. Visual content Web filtering: includes the work based on an analysis of
visual content. Arentz and Olstad proposed a method of detection of
pornographic images to discriminate the adult Web pages [10]. Wang
et al. proposed a system named IBCOW (Image - based Classification
of Objectionable Websites) which is capable of classifying a website
as objectionable or benign based on image content . The system uses
WIPETM (Wavelet Image Pornography Elimination) and statistics to
provide robust classification of on-line objectionable World Wide Web
sites [11]. Sibunruang et al offered a content-based web pornography fil-
tering and image processing system to detect and filter inappropriate web
sites. Their system consists of three main processes: filtering by normal-
ized R/G ratio, histogram analysis, and filtering by matrix composition
based on skin detection [12].

Other Web filtering solutions are based on an analysis of textual, structural,
and visual contents, of a Web page [14,15,16].
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Litigious Web pages classification and filtering are diversified. However, the
majority of these works treat only adult character. We propose in the following
section our tool for the violent Web page filtering which is useful for both kids
and adults.

3 “WebAngels filter” Tool

Given the dynamic nature of Web and its huge amount of documents, we de-
cide to build an automatic violent content detection engine, named “WebAngels
filter”.

The most important step for machine learning is the selection of the appro-
priate features, according to our a-priori knowledge of the domain, which best
discriminates the different classes of the application. Informed by our previous
study on the state of the art solutions, we decide that the analysis of Web pages
for classification should not only rely on textual content but also on its structural
one.

In order to speed up navigation, we opt to use a black list which creation and
update is automatic thanks to the machine learning based classification engine.
We also turn to use a keyword dictionary as the occurrence of violent explicit
terms. This dictionary is an important clue for textual content and its use in the
current commercial products.

“WebAngels filter” offers to users the following functionalities :

– Profiles managing: the access to the Web is restraint only for the users that
have an account. Each profile is characterized by:
• User and password for identification
• Prohibited protocols list
• Prohibited file extensions list
• Authorized schedule navigation
• White list used only for the very young profiles. The system only allows

access to recorded site in this list.
– White list managing: The administrator has the possibility to add, remove

or empty all the URLs of the white list.
– Black list managing: the black list gathers URLs considered as violent by

the system. Its update is automatic thanks to the machine learning based
classification engine. Nevertheless, the administrator can also update this
list manually by adding or removing an URL from the list.

– Dictionary managing: the administrator can update the words of the dictio-
nary.

– Navigation history: the system saves the navigation history including all
visited URLs, schedules of the visits and decision of the system.

All those functionalities that we have already talked about, are just secondary
options offered to specific categories. White list can be used for children in case
we want them to navigate in some designed sites, however, black list is just an
option which accelerates analysis’s processus of Web pages.
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Fig. 1. “WebAngels filter” Architecture

The main thing that has to be stressed on is the textual and structural content
based analysis of the Web pages by our intelligent content Web filtering tool.

Figure 1 depicts the general architecture of WebAngels. As we can see, when
a URL is launched, “WebAngels filter” carries out the following actions:

(1) Make sure that the user exists in profiles list. If the user is not recorded on
the users list then the page is blocked.
(2) Verify the navigation schedule. If the user is not authorized to navigate in
the current system time then the page is blocked.
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(3) Check if the profile uses the white list. (4) The system blocks/allows the
access to Web page if it is/is’nt on the White list.
(5) Verify whether the URL is recorded in the black list. If the URL is recorded
on the black list then the system blocks the page.
(6) Control if the URL protocol is prohibited, and in this case, the system blocks
the page.
(7) Check, if the URL file extension is a prohibited file extension, and in this
case, the system blocks the page.
(8) Load the HTML code source of the Web page.
(9) Analyze the textual and structural information code by detecting the HTML
tags of the code and extracting the text itself. One can then calculate a certain
number of criteria (percentage of words identified as violent, etc.) by analyzing
the text and the tags. Rules make it possible to say, by knowing the value of the
criteria, if the page is or not authorized.
(10) Update the navigation history.
(11) If the URL is violent then (12) Update black list and (13) Block the page,
If not (14) Allow the page.

4 Violent Web Sites Classification

We propose to build an automatic violent content detection solution based on
a machine learning approach using a set of manually classified sites, in order to
produce a prediction model, which makes it possible to know which URLs are
suspect and which are not.

To classify the sites into two classes, we are based on the KDD process for
extracting useful knowledge from volumes data [17]. The general principle of the
approach of classification is the following: Let S be the population of samples
to be classified. To each sample s of S one can associate a particular attribute,
namely, its class label C. C takes its value in the class of labels (0 for violent, 1
for non violent)

C : S → Γ = {V iolent, nonV iolent}
s ∈ S �→ C(s) ∈ Γ

Our study consists in building a means to predict the attribute class of each Web
site. To do it three major steps are necessary: (a) extraction of textual and struc-
tural content based features; (b) supervised learning; (c) evaluation and validation
of the predict model of the learnt model on the training and test data set.

4.1 Data Preparation

In this stage we identify exploitable information and check their quality and their
effectiveness in order to build a two-dimensional table from our training corpus.
Each table row represents a web page and each column represents a feature. in
the last column, we save the web page class (0 or 1).
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Learning and test data set. The data mining process for violent Web sites
classification requires a representative learning data set consisting of a significant
set of manually classified Web sites. Considering the diversity and the enormous
number of Web sites on Internet, this phase constitutes a considerable work.

In the collection of violent Web sites, we try to have a diversified base in terms
of content, treated languages and structure.

In the selection of non violent sites, we include those which can make confu-
sion, in particular sites which fight against the violence and the sites of law, etc.
The rest of sites are randomly selected, we find source code sites, comic sites,
educational sites, children sites, etc.

Our training data set is composed of 700 sites of which 350 are violent, and
350 are non violent.

Independently of the learning data set, we manually collect a test data set,
consisting of 300 Web sites, half of them being violent while the other half being
inoffensive.

Textual and structural contents analysis. The selection of features used in
a machine learning process is a key step which directly affects the performance
of a classifier. Our study of the state of the art and manual collection of our test
data set helped us a lot to gain intuition on violent website characteristics and
to understand discriminating features between violent web pages and inoffensive
ones. These intuitions and understandings have enabled us to select both textual
and structural content-based features for better discrimination purpose. A semi-
automatic collected violent words vocabulary (or dictionary) has been used to
calculate these features. Indeed, we take into our consideration the construction
of this dictionary and, unlike a lot of commercial filtering products, we build
a semi-automatic multilingual dictionary based on a statistical method which
uses n-gram as a means of representing texts and statistics of χ2 as a means of
selection of the relevant terms [18].

The features used to classify the Web pages are n v words page (total num-
ber of violent words in the current Web page), %v words page (frequency of the
violent words of the page), n v words url (total number of violent words in the
URL), %v words url (frequency of violent words in the URL), n v words title
(total number of violent words which appear in the title tag), %v words title (fre-
quency of violent words which appear in the title tag), n v words body (number
of violent words which appear in the body tag), %v words body (frequency of
violent words which appear in the body tag), n v words meta (number of vio-
lent words which appear in the meta tag), %v words meta (frequency of violent
words which appear in the meta tag), n links (total number of links), n links v
(total number of links containing at least one violent word), %links v (frequency
of links containing at least a violent word), n img (total number of images),
n img v (total number of images whose name contains at least a violent word),
n v img src (total number of violent words in the attribute src of the img tag),
n v img alt (total number of violent words in the attribute alt of the img tag)
and %img v (frequency of the images containing a violent word).
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4.2 Supervised Learning

In the literature, there are several techniques of supervised learning, each having
its advantages and disadvantages. In our approach, we study the use of the
support vector machines [19], the graphs of decision tree [20] and the neural
networks [25].

Support Vector Machines (SVM). is defined over a vector space where
categorization is achieved by linear or non-linear separating surfaces in the input
space of the original data set [19].

min
w,b,ξ

1
2
wT w + C

N∑
i=1

ξi (1)

Subject to

{
yi(wT Φ(xi) + b) ≥ +1− ξi, i = 1, ..., N
ξi ≥ 0, i = 1, ..., N

where ξi’s are slack variables needed to allow misclassifications in the set of
inequalities, and C ∈ R+ is a tuning hyper parameter, weighting the importance
of classification errors to the margin width.

Here training vectors xi are mapped into a higher (maybe infinite) dimensional
space by the function φ . Then SVM finds a linear separating hyperplane with
the maximal margin in this higher dimensional space. Furthermore, K(xi, xj) =
φ(xi)T φ(xj) is called the kernel function. In our work,we use a SVM using a
Radial Basis Function as kernel defined by the following formula:

K(xi, xj) = exp(−γ‖xi − xj‖2) (2)

Actually, in order to use the RBF kernel, appropriate values for the kernel parame-
ters C (penalty) and γ (kernel width) need to be determined. Intensive experiments
were used to determine the optimal values for these parameters. (C = 1, γ = 10)
give the maximum prediction accuracy on learning and test data set.

Decision tree algorithms. The decision tree algorithms are a well-known
machine learning approach to automatic induction of classification trees based
on training data. In a decision tree, we begin with a learning data set and look for
the particular attribute which will produce the best partitioning by maximizing
the variation of uncertainty �λ between the current partition and the previous
one. As Iλ(Si) is a measure of entropy for partition Si and Iλ(Si+1) is the
measure of entropy of the following partition Si+1. The variation of uncertainty
is:

�λ = Iλ(Si)− Iλ(Si+1) (3)

For Iλ(Si) we can make use of the quadratic entropy (4) or Shannon entropy (5)
according to the selected method:

Iλ(Si) =
K∑

j=1

nj

n
(−

m∑
i=1

nij + λ

ni + mλ
(1 − nij + λ

ni + mλ
)) (4)
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Iλ(Si) =
K∑

j=1

nj

n
(−

m∑
i=1

nij + λ

ni + mλ
log2

nij + λ

ni + mλ
) (5)

Where nij is the number of elements of class i at the node Sj with i ∈ {c1, c2}; ni

is the total number of elements of the class i, ni =
∑K

j=1 nnj ; nj is the number
of elements of the node Sj , nj =

∑2
i=1 nij ; n is the total number of elements,

n =
∑2

i=1 ni; m = 2 is the number of classes (c1, c2). λ is a variable control-
ling effectiveness of graph construction, it penalizes the nodes with insufficient
effective. In our work, four data mining algorithms including ID3 [21], C4.5 [22],
IMPROVED C4.5 [23], SIPINA [24] have been experimented.

Multilayer Perceptron (MLP) is a network of simple neurons called per-
ceptrons. The perceptron computes a single output from multiple real-valued
inputs by forming a linear combination according to its input weights and then
possibly putting the output through some nonlinear activation function [25].
Mathematically this can be written as:

y = ϕ(
n∑

i=1

ωixi + b) = ϕ(ωT + b) (6)

where ω denotes the vector of weights, x is the vector of inputs, b is the bias and
ϕ is the activation function.

In order to train a model based on an Artificial Neural Networks, we use a
multilayer perceptron with the backpropagation learning algorithm, composed
of an input layer, an output layer, and one hidden layer with 17 neurons. The
activation function for the neurons in the hidden layer and in the output layer
are sigmoid function:

f(x) =
1

1− exp(−x)
(7)

In a backpropagation network, a supervised learning algorithm controls the train-
ing phase. Then, the input and output ( desired) data need to be provided, thus
permitting the calculation of the error of the network as the difference between
the calculated output and the desired vector. The network’s weights adjust-
ment is conducted by backpropagating such an error to the network. The weight
change rule is a development of the perceptron learning rule. Weights are changed
by an amount proportional to the error at that unit times the output of the unit
feeding into the weight. Equation 8 shows the general weight correction for the
delta rule.

ΔWij = ηδjyi (8)

δj is the local gradient, yi is the input signal of neuron j, and η is the learning
rate parameter that controls the strength of change.

5 Experimental Results

Actually, we carried out a series of experiments, focusing on textual and struc-
tural content-based features, we decide to use several data mining techniques
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Fig. 2. Experimental results by the six algorithms on learning data set

to derive learnt model, from a learning data set. The quality of this model is
evaluated using random error rate technique. The stability of the learnt model
is further validated using cross-validation and bootstrapping techniques. Indeed,
three measures have been used: global error rate, a priori error rate and a poste-
riori error rate. As global error rate is the complement of classification accuracy
rate, while a priori error rate (respectively, a posteriori error rate) is the com-
plement of the classical recall rate (respectively, precision rate).

During this series of experiments, six data mining algorithms have been stud-
ied, including ID3, C4.5, Improved C4.5, SIPINA, MLP and SVM. The following
figure shows the individual error rates of these algorithms on learning data set.

As we can see in figure 2, the SIPINA and MLP algorithm echoed very similar
performance on the feature vector, displaying a global error rate of less than 9%
and only 6% for the best one (SIPINA). The a priori error rates show that different
algorithms are not as efficient as SIPINA concerning a priori error rate on violent
Web sites. This rate is important for evaluation because it quantifies the efficiency
of the classification of violent Web sites. Also, the same algorithm shows the best
a priori non violent error rate. We can conclude that SIPINA produce the best
learnt model for our problem. A good predict model obtained by a data mining
algorithm from the learning data set should not only produce good classification
performance on data already seen but also on unseen data as well. In order to
ensure the performance stability of our learnt model from learning data set and
validated by random error rate technique, we have also tested the learnt model on
our test data set. The experimental results are depicted in figure 3.

All the six data mining algorithms echoed very similar performance, display-
ing a global error rate of less than 13% and only 9% for the best one (C4.5).
There is clearly a tradeoff between a priori error rate on violent Web sites and
non violent ones, and the much the same between a posteriori error rate on vio-
lent Web sites and non violent ones. For instance, when Improved C4.5 displayed
the best performance on violent Web sites with a priori rate of 4%, it recorded
on the other hand a priori error rate of 18% on non violent Web sites which is
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Fig. 3. Experimental results by the six algorithms on test data set

the first worst performance. The same tradeoff was also observed on a posteriori
error rate side, when ID3 achieved, with 4%, the best a posteriori error rate on
non violent Web sites, it recorded on the other hand a 15% of a posteriori error
rate on violent Web sites which is the second worst performance among the six
algorithms.

It seems that the best average behavior has been achieved by C4.5 and SIP-
INA, which records the best compromise between violent and non violent error
rate. Taking into account both obtained results (learning and test), we choose it
as the best algorithms.

6 Classifier Combination

As shown in figure 2 and figure 3, the six data mining algorithms (ID3, C4.5,
SIPINA, Improved C4.5,SVM and MLP) displayed different performances on the
various error rate. Although SIPINA and C4.5 give the best results, combining
algorithms may provide better results [26]. In our work, we have experimented
three combining classifiers methods:

1. Majority voting: The page is considered violent if the majority of classifiers
(SIPINA, C4.5, Improved C4.5, ID3, MLP and SVM) considered it as violent.
In case of conflict votes, we consider the decision of SIPINA.

2. Scores combination: we thus affect a weight associated to the score classi-
fication decision of each data mining algorithm according to the following
formula:

Scorepage =
4∑

i=1

αiSi (9)

Where αi presents the belief value we accord to the algorithm i.

αi =
βi∑K

j=1 βi

with βi = (1− (εi − δ))n (10)
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where
– εi: the global error rate of the i-th algorithm ;
– N : the number of algorithms used for classification. In our case N=4 ;
– n : the power in order to emphasize the difference in weight ;
– δ : a threshold value that we take away from the error rate again to

emphasize the difference in weight.
To calculate the different weights, we are based on the global error rate
in order to have the best balanced behavior of our filter, on both violent
and non violent classes. After several experiments, we have fixed n=5 and
δ=0.085 giving the best results on test data set.

Si presents the score to be a violent Web page according to i-th data
mining algorithm (i = 1 . . . 4). This combining method can be used only if
all algorithms have same type. In our case we used four algorithms based
on decision tree to know ID3, C4.5, SIPINA, Improved C4.5. The score is
calculated for each algorithm as follows: having the decision tree, we seek
for each page the node that corresponds to the values of its characteristics
vector. Once found the score is calculated as the ratio of pages judged as
violent from the current node and its previous.

The page is considered as violent if its score is greater than a threshold
equal to 0.496 which is determinate automatically.

3. Learning the parameters of the combination function: The task of combining
classifiers can be considered as a simple classification problem. the input
vector contains the score of each individual decision tree, and the output
is the forecast class. Indeed, it is possible to use classification algorithms
to learn the parameters of the combination function. In our case, we have
applied SIPINA to solve this combination problem.

Figure 4 presents a comparison between majority voting model, the scores com-
bination model and the learning combination models on the test data set.

The obtained results confirm the well interest to use the scores combination
method. Indeed, it provides better results than Majority Voting and SIPINA
combination function. One clearly observes the reduction in the global error
rate of 0.13 for Majority Voting and 0.11 by the SPINA combination method to

Fig. 4. Comparison combination approaches on test data set
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0.07 by the scores combination method. So, to build our violent Web filtering
tool, we are based on the predict model of the scores combination method.

7 Comparison of “WebAngels filter” with Others
Products

Encouraged by the previous validation results, we then compare the WebAngels
to other Web-based violent content detection and filtering systems. The compar-
ison chart is shown in Figure 5. The selected systems are control kids2 , content
protect3 , k9-webprotection4 and Cyber patrol5. these tools are parametric to
filter violent Web Content.

Fig. 5. Classification accuracy rate of “WebAngels Filter” compared to some products

Figure 5 further highlights the performance of “WebAngels Filter” compared
to other violent content detection and filtering systems. The comparison was
conducted on 300 Web sites, including 150 violent Web sites and 150 non violent
Web sites. The least effective results come from control kids and K9protection
with 52% success rates while our system is the best with a 93% success rate.
Other systems give success rates between 54% (content-protect) and 59% (Cyber
Patrol). Thanks to our textual and structural content-based features, the results
from these experiments show that ”WebAngels Filter” outperform the existing
commercial products in the market.

8 Conclusion

In this paper, we have proposed, a machine learning-based system for detect-
ing and filtering violent Web pages named “WebAngels filter”, which combines
2 http://www.controlkids.com/fr
3 http://www.contentwatch.com
4 http://www.k9webprotection.com
5 http://www.cyberpatrol.com
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textual and structural content-based analysis. Our solution has shown its effec-
tiveness, scoring a 93% classification accuracy rate on our test data set.

We can thus summarize our major contribution by : first, the study and com-
parison of several techniques of data mining, knowing, Support Vector Machines,
Artificial Neural Networks and Decision tree to build a violent Web classifier
based on a textual and structural content-based analysis for improving Web
filtering. Second, combining classifiers to improve the filtering accuracy rate.

Our experimental evaluation shows the effectiveness of our approach, however,
many future work directions can be considered. Actually, we analyze only the
Web page, and an additional analysis of the neighbor’s Web page can be one
of the directions of our future work. It is a fact that Web has become more
and more multimedia, including music, images and videos. The work described
in this paper suggests that Web document classification can benefit from visual
content-based analysis; so, we must think to integrate the treatment of the visual
content in the predict models. Future research is underway to develop effective
filtering tools for other types of harmful Web pages,such as nazi, racist, etc.
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Abstract. Recently, the applications of Web usage mining are more and
more concentrated on finding valuable user behaviors from Web navi-
gation record data, where the sequential pattern model has been well
adapted. However with the growth of the explored user behaviors, the
decision makers will be more and more interested in unexpected behav-
iors, but not only in those already confirmed. In this paper, we present
our approach USER, that finds unexpected sequences and implication
rules from sequential data with user defined beliefs, for mining unex-
pected behaviors from Web access logs. Our experiments with the belief
bases constructed from explored user behaviors show that our approach
is useful to extract unexpected behaviors for improving the Web site
structures and user experiences.

1 Introduction

Recently, the applications of Web usage mining are more and more concentrated
on finding valuable user behaviors from Web navigation record data (also known
as Web access logs). A great deal of research work has been performed on port-
ing data mining technologies to the Web usage analysis, in order to improve the
personalization, the recommendation, and even the effectiveness of Web sites
[1,2,3,4,5,6,7,8,9,10] by exploring the question: what resources are frequently vis-
ited by whom during which periods?

Among existing technologies, sequential pattern mining [11] has been well
adapted to answer the above question [4,6,7,8,9]. All those sequential patterns
extracted from Web access logs are typically the relationships like “on the Web
site of customer support forum, 40% of users visited the TopicList page, then
the Search page, then the Login page, and then the PostTopic page”, or like “in
the online store, 10% of customers visited the notebook cases page after having
added a notebook computer to the shopping cart”. This kind of relationships
reflect the most general and reasonable user behaviors during Web navigations,
however it become less important once we interpreted them as domain knowl-
edge. When we regularly perform sequential pattern based Web usage mining on
access logs, with the growth of the explored user behaviors, the decision makers
will be more and more interested in exploring unexpected user behaviors that
contradict existing knowledge, but not only in those the already confirmed.

P. Perner (Ed.): ICDM 2008, LNAI 5077, pp. 283–297, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In this paper, we focus on finding unexpected behaviors (that contradict the
explored user behaviors) from Web access logs within the context of domain
knowledge (that corresponds to the explored user behaviors). To illustrate our
goal, let us consider an online news Web site, where the latest news are listed
on the static home page index.html by categories. The latest previous news
can be visited from static category index pages like cat1.html, cat2.html,
etc., and all news can be visited from server side script page listnews.php
by specifying the category, like listnews.php?cat=1&page=3. The server side
script page readnews.php provides the detail of a specified news identified by
news, like readnews.php?news=20080114-002. Assume that (1) 60% of users
visit index.html, then various readnews.php, then cat1.html, then various
readnews.php, then listnews.php, then various readnews.php, and then other
categories and various readnews.php, etc.; (2) 10% of users visit index.html,
then cat5.html, then various readnews.php; (3) 8% of users visit readnews.php
only once; (4) 0.005% of users visit a large number of readnews.php only. From
traditional sequential pattern mining approaches, we may find the most general
user behaviors described in (1) with a suitable minimum support threshold, but
it is quite hard to find the behaviors described in (2), (3) and (4) because:

1. Most existing sequential pattern mining approaches do not consider the miss-
ing elements, neither the semantic contradictions between elements (e.g.
between cat1.html and cat5.html) in a sequence. The constraint based
approaches like SPIRIT [12] may find the sequences of (2) and (3), but the
main drawback is that we cannot find all sequences like the one described in
(2) by saying “categories contradicting cat1.html”, but will have to indi-
cate cat2.html, cat3.html, etc. exactly, since the constraint not cat1.html
implies all pages different to cat1.html.

2. According to the model of sequential patterns, the sequences representing
(2), (3) and (4) are contained in the sequences representing (1). Existing
approaches that distinguish the support value of each frequent sequence
(instead of maximal frequent sequence), like the closed sequential pattern
[13], may find the existence of (2), (3) and (4) by computing and comparing
the support values, but it is also difficult to indicate them.

The rest of this paper is organized as follows. Section 2 presents the applica-
tion of our approach USER (Mining Unexpected SEquential Rules) for finding
unexpected behaviors from Web access log files. In Sect. 3 we show our experi-
mental results. We introduce the related work in Sect. 4. The conclusion is listed
in Sect. 5.

2 Finding Unexpected Behaviors from Web Access Logs

In this section, we present the application of our approach USER for finding
unexpected Web usage behaviors. We first propose a formal definition of the
session sequence contained in Web access logs, then we detail our approach
USER, that finds unexpected sequences and implication rules with user defined
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beliefs within the context of session sequences. We also briefly introduce the
main algorithm of the approach USER.

2.1 Session Sequences for Web Access Log Analysis

The process of Web usage mining contains three phases, including the data
preparation, pattern discovery and pattern analysis [3]. The first phase is neces-
sary for cleaning the uninterested information contained in access logs, and also
for converting the log content. Then at the second phase we can apply data min-
ing algorithms to find interesting (sequential) patterns. Finally the last phase
helps the user to further analyze the results with visualization and report tools.
The principle of these three phases is not different from a general data mining
process.

We consider the server side access log files in the NCSA Common Logfile For-
mat (CLF) [14], which is supported by most mainstream Web servers including
the Apache HTTP Server and the Microsoft Internet Information Services. The
Common Logfile Format is as follows:

remotehost rfc931 authuser [date] "request" status bytes

A log file is a ASCII text-based file, each line contains a CLF log entry that
represents a request from a remote client machine to the Web server. Figure 1(a)
shows the CLF log entries contained in a log file of an Apache HTTP Server.
Additional fields can be combined into the CLF log entries, such as the referer
field and the user agent field, shown in Fig. 1(b).

146.19.33.138 - - [11/Jan/2008:17:40:00 +0100] "GET /~li/ HTTP/1.1" 200 5480
146.19.33.138 - - [11/Jan/2008:17:40:00 +0100] "GET /~li/deepred.css HTTP/1.1" 304 -
146.19.33.138 - - [11/Jan/2008:17:40:27 +0100] "GET /~li/TPBD/TP07.html HTTP/1.1" 200 2599
146.19.33.138 - - [11/Jan/2008:17:40:32 +0100] "GET /~li/TPBD/create.sql HTTP/1.1" 200 1376
146.19.33.138 - - [11/Jan/2008:17:49:21 +0100] "GET /~li/TPBD/TP07.pdf HTTP/1.1" 200 111134

(a)

146.19.33.138 - - [11/Jan/2008:18:27:35 +0100] "GET /~li/ HTTP/1.1" 200 1436 "-" "Mozilla/5
.0 (Macintosh; U; Intel Mac OS X; fr-fr) AppleWebKit/523.10.6 (KHTML, like Gecko) Version/3
.0.4 Safari/523.10.6"
146.19.33.138 - - [11/Jan/2008:18:29:38 +0100] "GET /~li/doc/ HTTP/1.1" 200 854 "http://www
.lgi2p.ema.fr/~li/" "Mozilla/5.0 (Macintosh; U; Intel Mac OS X; fr-fr) AppleWebKit/523.10.6
(KHTML, like Gecko) Version/3.0.4 Safari/523.10.6"

(b)

Fig. 1. (a) Common CLF log file entries. (b) Combined CLF log file entries.

According to the definitions of item, itemset and sequence introduced in [11],
an attribute is an item; an itemset I = (i1, i2, . . . , im) is an unordered collection
of items; a sequence is an ordered list s = 〈I1I2 . . .Ik〉 of itemsets. This model
is generally represented as a “Customer-Transaction-Items” relation where each
sequence stands for all transactions of a customer identified by “CID” and each
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itemset stands a transaction identified by “TID”. We propose the session se-
quences representation of Web access log entries, shown in Definition 1.

Definition 1 (Session Sequence). Let L be a set of Web server access log
entries and l ∈ L be a log entry. A session sequence s � L is a sequence

s = 〈(ips, S
s
0)(ls1.url, Ss

1) . . . (lsn.url, Ss
n)〉,

such that for 1 ≤ i ≤ n, lsi .url is the URL requested from IP address ips, and
for all 1 ≤ i < j ≤ n, lsi .time < lsj .time, where lsi .time and lsj .time denote
the request time for log entries lsi and lsj . Ss

0 is a set of items that contains all
optional information of the session s. Ss

1 . . . Ss
n are sets of items that contain

optional information for each log entry ls1 . . . lsn.

The set Ss
0 can be empty or contain IP, date, time, user agent, and etc., for

reducing the repetition of items. The sets Ss
1 . . . Ss

n can be empty or contain
HTTP query parameters of each access log entry. So that with session sequences,
the log entries can be represented as shown in Fig. 2.

Session No. IP/URL Optional Information

1 0 146.19.33.* 17h

1 1 /~li/

1 2 /~li/deepred.css

1 3 /~li/TPBD/TP07.html

1 4 /~li/TPBD/create.sql

1 5 /~li/TPBD/TP07.pdf

2 0 146.19.33.* 17h

2 1 /~li/TPBD/TP07.html

2 2 /~li/TPBD/TP07.pdf

2 3 /index.php page=2

⇒

CID TID Items

1 1 11, 15
1 2 21
1 3 22
1 4 35
1 5 51
1 6 52

2 1 11, 15
2 2 35
2 3 52
2 4 25, 59

Legend

11: 146.19.3.* 15: 17h 21: /~li/
22: /~li/deepred.css 25: /index.php 35: /~li/TPBD/TP07.html
51: /~li/TPBD/create.sql 52: /~li/TPBD/TP07.pdf 59: page=2

Fig. 2. Session sequence mapped CLF log entries

The sequential pattern mining finds all maximal frequent sequences with a
user defined minimum support value, where the support of a sequence is de-
fined as the fraction of the total number of sequences in the database that
contain the sequence. So with the minimum support value 0.5, the session se-
quences shown in Fig. 2 contain a sequential pattern 〈(11, 15)(35)(52)〉, that is,
〈(146.19.33.∗, 17h)(TP07.html)(TP07.pdf)〉.



Mining Unexpected Web Usage Behaviors 287

2.2 Belief and Unexpectedness on Session Sequences

Before formalizing the belief and unexpectedness on session sequences, we first
introduce several additional notions, then propose the occurrence relation and
implication rules between sequences.

The length of a sequence s is the number of itemsets contained in the sequence,
denoted as |s|. The concatenation of sequences is denoted as the form s1 · s2, so
that we have |s1 · s2| = |s1|+|s2|. The notation s �c s′ denotes that the sequence
s is a contiguous subsequence of the sequence s′, for example 〈(a)(b)(c)〉 �c

〈(b)(a)(a, b)(c)(d)〉. We denote the first itemset in a sequence s as s� and the
last itemset as s⊥. We therefore note s �� s′ if s� � s′�, note s �⊥ s′ if s⊥ � s′⊥,
and note s ��

⊥ s′ if s� � s′� and s⊥ � s′⊥.
Given a sequence s such that s1 · s2 � s, the occurrence relation �→〈op,n〉

is a constraint on the occurrences of s1 and s2 in s, where op ∈ {�=, =,≤,≥}
and n ∈ N. Let |s′| |= 〈op, n〉 denote that the length of sequence s′ satisfies
the constraint 〈op, n〉, then the relation s1 �→〈op,n〉 s2 depicts s1 · s′ · s2 �c s
where |s′| |= 〈op, n〉. In addition, we have 〈≤, 0〉 implies 〈=, 0〉. We also note
s1 �→〈≥,0〉 s2 as s1 �→∗ s2, and note s1 �→〈=,0〉 s2 as s1 �→ s2. For example, we have
〈(a)(b)(c)〉 |= 〈≥, 2〉, 〈(a)(b)〉 �|= 〈>, 2〉, 〈(a)(b)(c)(a)(b)(c)〉 satisfies 〈(a)(b)〉 �→
〈(c)〉 and 〈(a)(b)〉 �→〈≤,3〉 〈(c)〉.

We also propose the implication rule on sequences, of the form sα ⇒ sβ where
sα and sβ are two sequences. The rule sα ⇒ sβ means that the occurrence of sα

in a sequence s, that is, sα � s, implies sα·sβ �c s. We constrain such a rule sα ⇒
sβ with the occurrence relation sα �→〈op,n〉 sβ between the sequences sα and sβ ,
then the constrained rule, denoted as sα ⇒〈op,n〉 sβ, means therefore that sα � s
implies sα · s′ · sβ �c s where |s′| |= 〈op, n〉. Nevertheless, we further consider
a semantics constraint on the rule. If the sequence sγ semantically contradicts
to the sequence sβ , denoted as sβ �∼ sγ , then sα � s implies sα · sγ ��c s, or
implies sα · s′ · sγ ��c s with the occurrence relation constraint, where |s′| |=
〈op, n〉. With such occurrence relation and semantic contradiction constrained
implication rules, we therefore define the belief on sequences as follows.

Definition 2 (Belief). A belief on sequences consists of a rule sα ⇒ sβ, an
occurrence relation constraint τ = 〈op, n〉, and a semantic contradiction sβ �∼ sγ,
denoted as [sα; sβ ; sγ ; τ ]. The rule sα ⇒ sβ and the occurrence relation constraint
τ = 〈op, n〉 depict that given a sequence s, sα � s implies sα · s′ · sβ �c s, where
|s′| |= τ . The semantic contradiction sβ �∼ sγ further depicts that sα � s implies
sα · s′ · sγ ��c s, where |s′| |= τ .

Example 1. Let us consider the online news site illustrated in Sect. 1, assume
that most users visit the page index.html and then at least 3 news by the
page readnews.php, and then the page cat1.html. This fact can therefore be
stated by a belief with the implication rule 〈(index.html)〉 ⇒ (cat1.html) and
the occurrence relation constraint 〈≥, 3〉. If we know (by the Web site layout
strategies or the previous result of sequential pattern mining) that the page
cat5.html is not considered being visited two early, then we can further add the
semantics constraint 〈(cat1.html)〉 �∼ 〈(cat5.html)〉. So that finally we have the
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belief [〈(index.html)〉; 〈(cat1.html)〉; 〈(cat5.html)〉; 〈≥, 3〉] for describing such
Web usage behaviors.

According to different beliefs, we therefore propose three forms of unexpected-
ness on sequences: α-unexpectedness, β-unexpectedness and γ-unexpectedness.

Definition 3 (α−unexpectedness). Given a belief b = [sα; sβ ; sγ ; ∗] and a
sequence s, if sα � s and there does not exist sβ , sγ such that sα �→∗ sβ � s or
sα �→∗ sγ � s, then s contains the α−unexpectedness with respect to the belief b,
and s is so called an α−unexpected sequence.

A belief with the occurrence relation constraint τ = ∗ states that sβ should occur
after the occurrence of sα, so that a sequence s violates τ = ∗ if and only if no sβ

occurs in s after sα. We also require that sγ should not occur after sα in an α-
unexpected sequence, since the occurrence of sγ with respect to any constraint τ
will be categorized to the γ-unexpectedness, see Definition 5. For example, with
the belief [〈(index.html)(readnews.php)〉; 〈(index.html)〉; ∅; ∗], we can find the
users who went never back to the home page index.html after reading news.

Definition 4 (β−unexpectedness). Given a belief b = [sα; sβ ; sγ ; τ ] (τ �= ∗)
and a sequence s, if sα �→∗ sβ � s and there does not exist s′ such that |s′| |= τ
and sα �→ s′ �→ sβ �c s, then s contains the β−unexpectedness with respect to
belief b, and s is so called a β−unexpected sequence.

A β-unexpectedness reflects that the implication rule is broken because the oc-
currence of sβ violates the constraint τ . For instance, as illustrated in Exam-
ple 1, even as we expected that most users will visit the category index page
cat1.html after reading at least 3 news from the home page index.html, there
exist users who read less than 3 news before leaving the home page. With an-
alyzing the sequences containing such a β-unexpectedness stated by the be-
lief [〈(index.html)〉; 〈(cat1.html)〉; 〈(cat5.html)〉; 〈≥, 3〉], we might further find
that, for example, this unexpected behavior mostly happens at the moments
when the site is usually less updated. So that new site promotion strategies can
be positioned for these periods.

Definition 5 (γ−unexpectedness). Given a belief b = [sα; sβ; sγ ; τ ] and a
sequence s, if sα �→∗ sγ � s and there exists s′ such that |s′| |= τ and sα �→ s′ �→
sγ �c s, then s contains the γ−unexpectedness with respect to belief b, and s is
so called an γ−unexpected sequence.

The γ-unexpectedness is concentrated on semantics: the occurrence of sβ is re-
placed by its semantic contradiction sγ with respect to the constraint τ . Con-
sidering again the above example, we know that the news listed on the page
cat1.html are semantically different to those listed on the page cat5.html (e.g.
“All latest news” vs. “All old news”, or “Politics” vs. “Entertainments”). If a
lot of users visit the news listed on index.html then those listed on cat1.html,
and only a few users visit cat5.html instead of cat1.html, then it may valu-
able to explore such an unexpected behavior. For example, assume that (1) from
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08h to 23h, 60% of users confirm the explored behavior 〈(index.html)〉 �→〈≥,3〉

〈(cat1.html)〉; (2) from 23h to 08h of the second day, 80% of users confirm the
unexpected behavior 〈(index.html)〉 �→〈≥,3〉 〈(cat5.html)〉, then it is not diffi-
cult to see that the frequency of the sequence describing the behavior (1) can
be much more higher than that of those describing the behavior (2). For this
reason, frequency based sequence mining approaches are difficult to extract the
behavior (2), but such a behavior is valuable to decision makers.

2.3 Unexpected Sequences and Implication Rules

The fact that a sequence s violates a given belief b is denoted as s �|= b. For
better describing the structure of unexpectedness, we propose the notions of
the bordered unexpected sequence, the antecedent sequence and the consequent
sequence within an unexpected sequence.

Definition 6 (Unexpected Sequence). A sequence s that violates a belief
b = [sα; sβ; sγ ; τ ] is an unexpected sequence. The bordered unexpected sequence
su is the maximum contiguous subsequence of s, (1) if s is α-unexpected, we
have sa · su = s (|sa| ≥ 0) such that sα �� su; (2) if s is β-unexpected, we have
sa · su · sc = s (|sa| , |sc| ≥ 0) such that sα �� su and sβ �⊥ su; (3) if s is
γ-unexpected, we have sa · su · sc = s (|sa| , |sc| ≥ 0) such that sα �� su and
sγ �⊥ su. The subsequence sa is the antecedent sequence. The subsequence sc is
the consequent sequence.

Given a belief b and a sequence database D, let DU be the set of bordered
unexpected sequences of each s ∈ D that s �|= b, DA be the set of antecedent
sequences of each s ∈ D that s �|= b, and DC be the set of consequent sequences
of each s ∈ D that s �|= b. We therefore define the unexpected sequential patterns
and the unexpected implication rules (including the antecedent rules and the
consequent rules) as follows.

Definition 7 (Unexpected Sequential Pattern). An unexpected sequential
pattern sU is a maximal frequent sequence in DU .

The support for an unexpected sequential pattern is defined as the fraction of
total number of sequences inDU that support this unexpected sequential pattern:

supp(sU ) =
|{s | sU � s, s ∈ DU}|

|DU | . (1)

Definition 8 (Unexpected Implication Rules). Let u denote the unexpect-
edness stated by b, an antecedent rule is a rule sA ⇒ u where sA is a maximal
frequent sequence in DA, and a consequent rule is a rule u ⇒ sC where sC is a
maximal frequent sequence in DC .

The support for an antecedent rule sA ⇒ u (or for a consequent rule u ⇒ sC)
is defined as the fraction of total sequences in DA (or in DC) that support the
sequence sA (or the sequence sC):

supp(sA ⇒ u) =
|{s | sA � s, s ∈ DA}|

|DA| (2)
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or

supp(u ⇒ sC) =
|{s | sC � s, s ∈ DC}|

|DC | . (3)

In order to describe the implication relations between the antecedent/consequent
sequences and the unexpectedness, we measure the confidence of the antecedent
rule within the sequence database D, and that of the consequent rule within the
consequent sequence set DC :

conf(sA ⇒ u) =
|{s | sA � s, s ∈ DA}|
|{s | sA � s, s ∈ D}| (4)

and

conf(u ⇒ sC) =
|{s | sC � s, s ∈ DC}|

|{DC}| . (5)

The unexpected sequential patterns reflect the internal structure of the un-
expectedness, and the unexpected implication rules reflect the implications and
influences of the unexpectedness. For instance, as illustrated in the precedent
example for describing Definition 5, assume that from 23h to 08h of the sec-
ond day, 80% of users confirm the unexpected behavior 〈(index.html)〉 �→〈≥,3〉

〈(cat5.html)〉, then an antecedent rule can be:

〈(23h-08h)〉 ⇒ 〈(index.html)〉 ��→〈≥,3〉 〈(cat5.html)〉,
and the confidence of such a rule is 0.8. Assume that 60% of users who violate
the behavior 〈(index.html)〉 �→〈≥,3〉 〈(cat5.html)〉 like to click visit the adver-
tisement displayed by ads3.php, then a consequent rule can be:

〈(index.html)〉 ��→〈≥,3〉 〈(cat5.html)〉 ⇒ 〈(ads3.php)〉.
If we further assume that a unexpected sequential pattern within the unexpect-
edness 〈(index.html)〉 ��→〈≥,3〉 〈(cat5.html)〉 is explored with support value 0.9,
for example, the sequential pattern 〈(index.html)(readnews.php)(cat3.html)〉,
then all those facts can interpreted as following:

“Between 23h and 8h, 80% of users do not follow the explored behavior, 90%
of those users read news listed on the home page, and then visit the category 3
instead of visiting the category 5, and then 60% of them follow the same kind of
online advertisements.”

Such unexpected user behaviors can be enough important to decision makers
for pushing new Web site design or collaboration strategies.

2.4 The Algorithm USER

Figure 3 briefly shows the algorithm USER. The algorithm accepts a sequence
databaseD, a user defined belief base B, a minimum support threshold min supp
and a minimum confidence threshold min conf as inputs. It finds all unexpected
sequences contained in the sequence database D with respect to each unexpect-
edness u stated by each belief b ∈ B. If a sequence s is unexpected to b, then
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s will be partitioned to the antecedent sequence sa (|sa| ≥ 0), the unexpected
bordered sequence su and the consequent sequence sc (|sc| ≥ 0). When all unex-
pected sequences have been extracted, the algorithm starts finding unexpected
sequential patterns from each group of unexpected bordered sequences with the
minimum support threshold min supp. Finally the algorithm generates the an-
tecedent/consequent rules from each group of antecedent/consequent sequences
with the minimum confidence threshold min conf .

A detailed description of the algorithm USER is listed in [15].

Input : a sequence database D, a user defined belief base B, a minimum
support threshold min supp and a minimum confidence threshold
min conf

Output: all unexpected sequential patterns and implication rules for each
unexpectedness

for each sequence s ∈ D do1

for each belief b ∈ B do2

if s is α/β/γ-unexpected to b3

partition s to sa, su and sc4

save sa, su and sc5

for each unexpectedness u stated by each b ∈ B do6

find sequential patterns from each DU with min supp7

generate rules sA ⇒ u from each DA with min conf8

generate rules u⇒ sC from each DC with min conf9

Fig. 3. Sketch of the algorithm USER

3 Experiments

To evaluate of our approach, we performed a number of experiments on two
large access log files containing the access records of two Web servers during a
period of 3 months. The first log file, labeled as LOGBBS, corresponds to a PHP
based discussion forum Web site of an online game provider; the second log file,
labeled as LOGWWW, corresponds to a laboratory Web site that also hosts the
personal home pages of researchers and teaching staffs.

In our experiments, we split each log file into three 1-month period files, i.e.,
LOGBBS-{1,2,3} and LOGWWW-{1,2,3}. We generate the session sequences with
the information of day (Monday to Sunday) and hour (0h to 23h) of the first
log entry of a session. If the interval time of two log entries with the same
remote client IP address is greater than 30 minutes, then the last log entry
starts a new session sequence. Because the CLF log entry does not contain
the “remoteport” information, at this moment we do not identify the accesses
from remote clients hidden behind the proxy servers and NAT gateways, so that
long session sequences with the same remote address will be cut into multiple
sequences with a length no more longer than 50.
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For each session sequence, the remote client IP address is considered as a
block, such that the IP 146.19.33.138 will be converted to 146.19.33.*. We
map only significant HTTP query parameters to items. For LOGBBS, the number
of PHP page are very limited and the parameter can stand for an access request.
For example, the request

/forumdisplay.php?f=2&sid=f2efeb85fcfd94ecbc2dba0f97b678a1

can be considered as an itemset (f=2), and the request

/viewtopic.php?t=57&sid=f2efeb85fcfd94ecbc2dba0f97b678a1

can be replaced by the itemset (t=57). We focus on the accesses of static HTML
pages, server side script pages and JavaScript scripts, hence all other uncon-
cerned files like cascading style sheets, images and data files are ignored (PDF
and PS files are kept for LOGWWW). Table 1 details the number of session sequences
and distinct items, and the average length of the session sequences contained in
the Web access logs.

Table 1. Web access logs in our experiments

Access Log Sessions Distinct Items Average Length

LOGBBS-1 27,294 38,678 12.8934
LOGBBS-2 47,868 42,052 20.3905
LOGBBS-3 28,146 33,890 8.5762
LOGWWW-1 6,534 8,436 6.3276
LOGWWW-2 11,304 49,242 7.3905
LOGWWW-3 28,400 50,312 9.5762

In order to compare our approach with the sequential pattern mining, we first
apply the sequential pattern mining algorithm to find the frequent behaviors
from LOGBBS-{1,2,3} and LOGWWW-{1,2,3} with different minimum support
thresholds, shown in Fig. 4 and Fig. 5. In an acceptable range, the number of
sequential patterns discovered are similar in all of the 3 periods, that increases
the difficulty in analyzing new user behaviors. The post analysis shows that,
for instance, within the frequent behaviors discovered with the minimum sup-
port 0.04 from LOGBBS-{1,2,3}, 149 sequential patterns discovered from all of
LOGBBS-{1,2,3} are similar (contained in each other), i.e. > 40% of LOGBBS-1;
197 sequential patterns discovered from LOGBBS-{2,3} are similar, i.e., the sim-
ilarity of accesses is > 70% in these two periods.

We then construct the belief bases from the workflow and those frequent
behaviors discovered by sequential pattern mining. For LOGBBS, we first generate
5 beliefs from the workflow considered on this forum site, and then generate 5
beliefs from a set of selected sequential patterns discovered from LOGBBS-1. The
following belief corresponds to an “expected” forum browsing order:

[〈(/)〉; 〈(t=2)(t=5)〉; 〈(t=5)(t=2)〉; 〈=, 0〉].
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Fig. 4. Frequent behaviors discovered by the sequential pattern mining algorithm from
LOGBBS

0.06 0.07 0.08 0.09 0.1

Minimum Support

0

100

200

300

400

N
um

be
r 

of
 S

eq
ue

nt
ia

l P
at

te
rn

s

LOGWWW-1
LOGWWW-2
LOGWWW-3

Fig. 5. Frequent behaviors discovered by the sequential pattern mining algorithm from
LOGWWW

For LOGWWW we create 10 beliefs corresponding to the most frequent behaviors
discovered from LOGWWW-1, for example, according to the navigation menu on
the home page of this Web server, we have:

[〈(0018-04.html)〉; 〈(0019-27.html)〉; 〈((0018-04.html)〉; 〈≤, 5〉],
where 0018-04.html corresponds to the index page of the section “Research”,
0019-27.html corresponds to a subsection in “Research” and 0018-04.html
corresponds to a subsection in the section “Publications”.

Figure 6 and Fig. 7 show the number of unexpected sequential rules discov-
ered by our approach USER. With comparison between the quantities of fre-
quent user behaviors, our approach generates less than the sequential pattern
mining approaches. The analysis of similarity shows that, with the minimum
confidence 0.2, only 3 rules are similar from LOGBBS-{1,2,3}, 4 similar rules
from LOGBBS-{1,3}, and from LOGWWW-{2,3} we find only 1 similar rule.
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Fig. 6. Unexpected implication rules discovered by the approach USER from LOGBBS
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Fig. 7. Unexpected implication rules discovered by the approach USER from LOGWWW

We add 10 unexpected rules discovered from LOGBBS-1/LOGWWW-1 into the
belief base for LOGBBS-2/LOGWWW-2, and add 10 (or all of them if the number
is less than 10) unexpected rules discovered from LOGBBS-{1,2}/LOGWWW-{1,2}
into the belief base for LOGBBS-3/LOGWWW-3, where these latest discovered unex-
pected rules are considered as explored behaviors. Table 2 1 shows the results.

The principle of our approach does not imply that to add latest-discovered
unexpected behaviors into the belief base will regularly affect the number of un-
expected rules discovered from the next-period data, however, Table 2 also shows
that the number of unexpected implication rules increased between LOGWWW-1
and LOGWWW-{2,3}, that is because the Web server corresponding to LOGWWW
contains a great deal of non-profilable (e.g. personal home pages) Web content
and the accesses are highly depended on the period, so that the beliefs could not
be coherent to all data contained in LOGWWW.

1 Number of beliefs: Number of unexpected implication rules.
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Table 2. Unexpected rules with the increment of explored behaviors

min conf LOGBBS-1 LOGBBS-2 LOGBBS-3 LOGWWW-1 LOGWWW-2 LOGWWW-3

0.1 10:136 20:24 30:127 10:6 16:42 26:34
0.2 10:47 20:18 30:19 10:6 16:18 26:25
0.3 10:11 20:16 30:12 10:5 15:9 24:12
0.4 10:8 18:9 27:4 10:1 11:9 20:10
0.5 10:8 18:6 24:4 10:1 11:8 19:10

4 Related Work

In application domain, a great deal of Web analyzing tools, like the Webalizer
[16], offer statistics based Web access analysis. In research domain, many Web us-
age mining approaches focus on the personalization and recommendation of Web
sites by finding the most frequent user behaviors. To the best of our knowledge,
we propose the first approach to unexpected Web usage mining, in considering
constraints on both of the occurrence and semantics. Our approach considers
a knowledge based subjective interestingness measure on sequence mining. As
being summarized in [17], the interestingness measures for data mining can be
classified as objective measures and subjective measures. Objective measures
typically depend on the structure of extracted patterns and the criteria based
on the approaches of probability and statistics (e.g. support and confidence);
subjective measures are generally user and knowledge oriented, the criteria can
be actionability, unexpectedness etc.. The belief driven unexpectedness is first
introduced by [18] as a subjective measure where beliefs are categorized to hard
beliefs and soft beliefs. A hard belief is a constraint that cannot be changed
with new evidences, and any contradiction of a hard belief implies the error in
gathering new evidence. A soft belief is a constraint that can be changed with
new evidences by updating the degree of belief, and the interestingness of new
evidence is measured by the changes of degree of belief.

Based on the proposition of [18], in the most recent approach to unexpected
association rule mining presented by [19]. The mining process is done by the
APriori based algorithms that find the minimal set of unexpected association
rules with respect to a set of user defined beliefs. On sequence mining, [20]
proposed a framework for finding unexpected sequential rules based on the fre-
quency. In this approach, the author defines the unexpectedness from the con-
straints on sequential rules that depict the frequency of the content contained
in a discovered sequential pattern, and the goal is to find all the sequences that
do not satisfy given statistical frequency constraints.

5 Conclusion

In this paper we present the application of our general purposed approach USER
for mining unexpected Web usage behaviors. We propose the formal definition of
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session sequence contained in Web access log files, for mining user behaviors. We
introduce the notions of belief and unexpectedness within the context of session
sequences, and propose the unexpected sequential patterns and implication rules.
With finding unexpected implication rules, unexpected user behaviors can be
studied in order to improve Web site structures and user experiences.

We also present our experiments on the access log files form different kinds
of Web sites, the preprocess of such access logs and the management of beliefs
are also introduced. Our experimental results show that the effects of unex-
pected Web usage mining highly depend on explored user behaviors, purpose,
and structure of a Web site.

We are interested in applying similarity and fuzzy related approaches to un-
expected Web usage mining, such as “many users like to visit the pages similar
to some.page at about 6h p.m.”. We are also interested in mining unexpected
user behaviors with hierarchical data, for example, with the categories of Web
pages, or with the path information contained in the URLs, in order to find more
pertinent rules.
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Abstract. Graph based data representation offers a convenient possi-
bility to represent entities, their attributes, and their relationships to
other entities. Consequently, the use of graph based representation for
data mining has become a promising approach to extracting novel and
useful knowledge from relational data. In order to check whether a cer-
tain graph occurs, as a substructure, within a larger database graph, the
widely studied concept of subgraph isomorphism can be used. However,
this conventional approach is rather limited. In the present paper the
concept of subgraph isomorphism is substantially extended such that it
can cope with don’t care symbols, variables, and constraints. Our novel
approach leads to a powerful graph matching methodology which can be
used for advanced graph based data mining.

1 Introduction

In recent years powerful methods for knowledge mining and information re-
trieval have become available [1,2,3,4]. The vast majority of these mining and
retrieval methods rely on data represented as a set of independent entities and
their attributes. However, this approach does not consider a relevant part of
the information in the underlying data, viz. the relationships between different
entities. Graphs, which are in fact one of the most general forms of data repre-
sentation, are able to represent not only the values of an entity, but can be used
to explicitly model structural relations that may exist between different parts of
an object [5,6]. This crucial benefit of graphs recently led to an emerging interest
in graph based data mining [7].

In the current paper, mining of graph data refers to the process of extract-
ing useful knowledge from the underlying data represented as a large database
graph. Typically, the extracted knowledge mined from the database graph is
also a graph, which may be, for instance, a subgraph of the underlying database
graph [7]. In the present paper the concept of subgraph isomorphism is employed
for information retrieval from the database graph. Subgraph isomorphism, which
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can be seen as a formal concept for checking subgraph equality, intuitively in-
dicates that a smaller graph is contained in a larger graph. Let us assume that
we represent a query by means of an attributed graph q, termed query graph.
Given q and the database graph G, we can check whether the query graph q is
contained in the underlying database G. That is, the knowledge mining system is
able to come to a binary decision (yes if q is a subgraph of G, and no otherwise).

Yet, the use of conventional subgraph isomorphism in graph based data min-
ing implicates some severe limitations. First of all, the underlying database graph
often includes a rather large number of attributes, some of which might be irrele-
vant for a particular query. The second restriction arises from the limited answer
format to a given query graph q. That is, conventional subgraph isomorphism is
only able to check whether or not a query graph is embedded in a larger database
graph and can thus answer only yes or no. Thirdly, subgraph isomorphism in its
original mode does not allow constraints that may be imposed on the attributes
of a query graph q to model restrictions or dependencies.

The generalized subgraph isomorphism methodology described in the present
paper overcomes these three restrictions. First, the novel approach offers the
possibility to mask out attributes in query graphs. To this end, don’t care values
are introduced for attributes that are irrelevant for a particular query. Secondly,
for the retrieval of more specific information from the database graph than just
a binary decision yes or no, variables are used. By means of these variables
we are able to retrieve values of predefined attributes in our database graph.
Thirdly, through the concept of constrained variables, for example variables that
can assume only values from a certain interval, we become able to define more
specific queries.

Our work is somewhat related to the work presented in [8,9]. In [8] a visual
language for querying and updating graph databases is introduced. In [9] another
generalization of subgraph isomorphism is introduced. However, our approach is
more rigorously embedded in a graph-theoretical context. The novelty and main
contribution of the present paper is a generalization of subgraph isomorphism
that leads to a powerful and flexible graph matching framework suitable for
general graph based data mining.

2 Graphs and Exact Graph Matching

The basic structures we are dealing with in this paper are attributed graphs, or
graphs, for short.

Definition 1 (Graph). A graph is a 4-tuple g = (V, E, μ, ν), where

– V is the finite set of nodes
– E ⊆ V × V is the set of edges
– μ : V → {(t,x(t))|t ∈ Tnodes,x(t) ∈ (D1(t) × . . . × Dnt(t))} is the node

attribute function
– ν : V ×V → P({(t,x(t))|t ∈ Tedges,x(t) ∈ (D1(t)× . . .×Dnt(t))}) \ ∅ is the

edge attribute function.



300 A. Brügger et al.

Through the node attribute function μ, each node in a graph is labeled by a type
and a number of attributes. Formally, function μ assigns a (type,attribute)-pair
(t,x(t)) to each node u ∈ V . The first component of a (type,attribute)-pair, t,
denotes the type of node u. The type t is an element of a finite set of node types,
Tnodes. The second component is an attribute vector, i.e. x(t) = (x1, . . . , xnt),
where each attribute, xi, belongs to some domain, Di(t). The dimension of vector
x(t), i.e. the number nt of its attributes, as well as each individual attribute
domain, Di(t), is dependent on the type t of the node.

Edges are pairs of nodes, (u, v) ∈ V × V . According to Def. 1, there exists
at most one edge (u, v) from node u to node v. In some applications, it may
be necessary to include more than one edge between the same two nodes, be-
cause of the existence of multiple relations. In the formal graph model provided
in Def. 1, this can be accomplished by assigning several (type,attribute)-pairs,
(t1,x(t1)), . . . , (tn,x(tn)), to an edge (u, v) by means of edge attribute function
ν, i.e. ν(u, v) = {(t1,x(t1)), . . . , (tn,x(tn))}. Note that the range of function ν is
the power set of all (type,attribute)-pairs (t,x(t)), where t is an edge type, i.e. an
element of the finite set Tedges. Assigning (t1,x(t1)), . . . , (tn,x(tn)) to edge (u, v)
by means of ν is equivalent to providing n individual edges from node u to node
v. The meaning of a pair (t,x(t)), which is assigned to an edge by means of
function ν is the same as for the nodes.

The identity of two graphs g1 and g2 is commonly established by defining a
bijective function, termed graph isomorphism, mapping the nodes of g1 to the
nodes of g2 such that the edge structure is preserved and the node and edge
labels are consistent. In Fig. 1 (a) and (b) two isomorphic graphs are shown.

(a) (b) (c)

Fig. 1. Graph (b) is isomorphic to (a), and graph (c) is isomorphic to a subgraph of
(a). Node attributes are indicated by color.

Definition 2 (Graph Isomorphism). Assume that two graphs g1 = (V1, E1,
μ1, ν1) and g2 = (V2, E2, μ2, ν2) are given. A graph isomorphism is a bijective func-
tion f : V1 → V2 satisfying

1. μ1(u) = μ2(f(u)) for all nodes u ∈ V1

2. for each edge e1 = (u, v) ∈ E1, there exists an edge e2 = (f(u), f(v)) ∈ E2

such that ν1(e1) = ν2(e2)
3. for each edge e2 = (u, v) ∈ E2, there exists an edge e1 = (f−1(u), f−1(v)) ∈

E1 such that ν1(e1) = ν2(e2)

Two graphs are called isomorphic if there exists an isomorphism between them.
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In contrast with the components of a feature vector, the nodes and edges cannot
be ordered in general. Therefore, the problem of graph isomorphism is computa-
tionally very demanding. Standard procedures for testing graphs for isomorphism
are based on tree search techniques with backtracking. The basic idea is that a
partial node matching, which assigns nodes from the two graphs to each other,
is iteratively expanded by adding new node-to-node correspondences. This is
repeated until either the edge structure is violated or node or edge labels are
inconsistent. In this case a backtracking procedure is initiated, i.e. the last node
mappings are undone until a partial node matching is found for which an al-
ternative extension is possible. Obviously, if there is no further possibility for
expanding the partial node matching without violating the constraints, the algo-
rithm terminates indicating that there is no isomorphism between the considered
graphs. Conversely, finding a complete node-to-node correspondence without vi-
olating both structure and label constraints proves that the investigated graphs
are isomorphic.

A popular algorithm implementing the idea of a tree search for graph isomor-
phism is described in [10]. More recent algorithms for graph isomorphism also
based on the idea of tree search can be found in [11,12].

Closely related to graph isomorphism is subgraph isomorphism, which can be
seen as a concept describing subgraph equality. A subgraph isomorphism is a
weaker form of matching in terms of requiring only that an isomorphism holds
between a graph g1 and a subgraph of g2. Intuitively, subgraph isomorphism is
the problem to detect if a smaller graph is present in a larger graph. In Fig. 1
(a) and (c), an example of subgraph isomorphism is given.

Definition 3 (Subgraph Isomorphism). Let g1 = (V1, E1, μ1, ν1) and g2 =
(V2, E2, μ2, ν2) be graphs. An injective function f : V1 → V2 from g1 to g2 is a
subgraph isomorphism if there exists a subgraph g ⊆ g2 such that f is a graph
isomorphism between g1 and g.

Obviously, the tree search based algorithms for graph isomorphism [10,11,12]
described above can be also applied to the subgraph isomorphism problem.

3 Generalized Subgraph Isomorphism for Information
Retrieval

Relational databases offer a popular possibility to represent relational structured
data. Another approach recently emerged is that of representing the underlying
data by means of graph based representation. In fact, the graph representation
supports all aspects of the relational data mining process [7]. The approach to
knowledge mining and information retrieval proposed in this paper is based on
the idea of specifying a query by means of a query graph, possibly augmented
by some constraints.

Definition 4 (Query Graph). A query graph is a 4-tuple, q = (V, E, μ, ν),
where V , E, μ, and ν are the same as in an attributed graph (see Def. 1), except
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for the domains Di(t) of all node and edge attributes, xi. These domains include
the don’t care symbol, −, and variables, X, from a finite set of variables, Σ. Any
variable X ∈ Σ can not occur more than once in a query graph.

Query graphs are more general than graphs following Def. 1 in the sense that
the don’t care symbol and variables may occur as the values of attributes on the
nodes or edges. The purpose of the variables is to define those attributes whose
values are to be returned as an answer to a query (we will come back to this
point later). Furthermore variables may occur in a query because they may be
used to express constraints on one or several attribute values.

Definition 5 (Constraint). Let q = (V, E, μ, ν) be a query graph and Σ the
set of all variables occurring in q. A constraint on set Σ is a condition on one or
several variables from Σ that evaluates to true or false if we assign a concrete
attribute value to each variable occurring in Σ.

Once the query graph has been construced by the user, it is matched against
a database graph. The process of matching a query graph to a database graph
essentially means that we want to find out whether there exists a subgraph
isomorphism from the query to the database graph. Obviously, as our query
graph may include don’t care symbols and variables, we need a more general
notion of subgraph isomorphism. According to the next definition, we call such
a generalized subgraph isomorphism a match between a query and a database
graph.

Definition 6 (Match). Let q = (V1, E1, μ1, ν1) be a query graph, Σ the set of all
variables occurring in q, C be a set of constraints on Σ, and G = (V2, E2, μ2, ν2)
be an attributed graph, called the database graph. Query graph q matches database
graph G if there exists an injective mapping f : V1 → V2 such that the following
conditions hold:

1. For each edge (u, v) ∈ E1 there exists an edge (f(u), f(v)) ∈ E2

2. For each node u ∈ V1, let μ1(u) = (t,x(t)) = (t, (x1, . . . , xn)) and
μ2(f(u)) = (t′,x′(t′)) = (t′, (x′

1, . . . , x
′
m)); then

(a) t = t′ and n = m
(b) if xi /∈ Σ and xi �= − then xi = x′

i

(c) if xi ∈ Σ and there are one or several constraints from C imposed on
xi, then all these constraints are satisfied if the value of x′

i is substituted
for xi

3. For each edge (u, v) ∈ E1 let ν1(u, v) = {(t1,x(t1)), . . . , (tk,x(tk))} and
ν2(f(u), f(v)) = {(t′1,x′(t′1)), . . . , (t′s,x′(t′s))}; then for each
(t,x(t))=(t, (x1 , . . . , xn))∈ν1(u, v) there exists (t′,x′(t′))=(t′, (x′

1, . . . , x
′
m))

such that
(a) t = t′ and n = m
(b) if xi /∈ Σ and xi �= − then xi = x′

i

(c) if xi ∈ Σ and there are one or several constraints from C imposed on
xi, then all these constraints are satisfied if the value of x′

i is substituted
for xi
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Conditions 2 and 3 ensure that the (type,attribute)-pair (t′,x′(t′)) matches
(t,x(t)) under f . If a query graph q matches a database graph G, we call the
injective function f a match between q and G. Note that for given q and G and
a given set of constraints C over Σ, there can be zero, one, or more than one
matches.

For a match we require each edge of the query graph being included in the
database graph (condition 1 in Def. 6). A node, u, can be mapped, via in-
jective function f , only to a node of the same type (condition 2.a)1. If the
(type,attribute)-pair of a node u of the query graph includes an attribute value
xi then it is required that the same value occur at the corresponding position in
the (type,attribute)-pair of the node f(u) in the database graph (condition 2.b).
Don’t care symbols occuring in the (type, attribute)-pair of a node u will match
any attribute value at the corresponding position in the (type,attribute)-pair of
node f(u). Similarly, unconstrained variables match any attribute value at their
corresponding position in f(u). In case there exist constraints on a variable in
the query graph, the attribute values at the corresponding positions in f(u) must
satisfy these constraints (condition 2.c). The conditions 3.a to 3.c imposed on
the (type, attribute)-pairs of edges are similar to 2.a to 2.c.

To query a given database graph G we not only need a query graph q and a set
of constraints C over the variables occurring in q, but also a set of answer vari-
ables A ⊆ Σ. An answer variable is a variable occurring in the query graph. By
means of answer variables we indicate which attribute values are to be returned
by our knowledge mining system as an answer to a query. Therefore, the answer
to a query can be no, if there is no such structure as the query graph contained
as a substructure in the database graph, or yes if the query graph exists (at
least once) as a substructure in the database graph and the query graph does
not contain any answer variables. In the case where answer variables are defined
in the query graph and one or several matches are found, for each match, fj, an
individual answer is generated. An answer is of the form X1 = x′

1, . . . , Xn = x′
n

where X1, . . . , Xn are the answer variables occurring in set A and x′
i are the

values of the attributes in the database graph that correspond to the variables
Xi under match fj.

In Fig. 2 an example of a query graph (Fig. 2 (a)) and database graph
(Fig. 2 (c)) are illustrated. In this illustration nodes are of the type person
and labeled with the person’s first and second name, and e-mail address. Edges
are of the type e-mail and labeled with the e-mail’s subject, the date, and the
size2. We can easily verify that there exists a subgraph isomorphism from the
query graph (Fig. 2 (a)) to the database graph (Fig. 2 (c)).

In Fig. 2 (b) an example of a query graph with variables (X, Y ) and don’t
care symbols (−) is given. In contrast with the query graph given in Fig. 2 (a)
we are now particularly interested in the subject (X) and the date (Y ) of the
e-mail sent from John Arnold to Ina Rangel (if there exists such an e-mail).

1 Note that the condition n = m actually follows from t = t‘.
2 Note that in general there may occur nodes as well as edges of different type in the

same graph.
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person(Ina, Rangel,
rangel@mail.com)

e-mail(Slides, 
10/4/00, 2K)

person(John, Arnold, 
arnold@mail.com)

(a) Query graph

person(Ina, Rangel,
-)

e-mail(X, Y, -)

person(John, Arnold, 
arnold@mail.com)

(b) Query graph with
variables and don’t care
symbols

person(Ina, Rangel,
rangel@mail.com)

e-mail(Slides, 
10/4/00, 2K)

person(John, Arnold, 
arnold@mail.com)

person(Jennifer, Fraser,
fraser@mail.com)

e-mail(Paper, 
11/4/00, 5K)

e-mail(Deadline, 
8/4/00, 1K)

(c) Database graph

Fig. 2. A subgraph isomorphism from the query to the database graph

As we do not care about the size of the e-mail and we do not know the e-mail
address of Ina Rangel, two don’t care symbols are used. Obviously, there is a
match between this query graph and the database graph in Fig. 2 (c). Hence, the
variables are linked by X = Slides and Y = 10/4/00. If the query in Fig. 2 (b) is
augmented by the constraint that the e-mail has to be sent between October 1
and October 3 (formally 9/31/00 < Y < 10/4/00) no match can be established
as the linkage of variable Y violates the constraint imposed on the query.

Next we describe an algorithm for finding matches between a query and a
database graph. The procedure given in Algorithm 1 checks two given graphs,
q and G, whether there exists a match from q to G by constructing all possible
mappings f : V1 → V2 and checking the conditions of Def. 6.

The algorithm uses a set OPEN to store a set of partial matches. A partial
match is a set of pairs, {(u1, vi1), . . . , (uk, vik

)}, where f(u1) = vi1 , . . . , f(uk) =
vik

. If a partial match is included in OPEN, it has been verified before that
all its pairs fulfil the conditions of Def. 6. Initially, OPEN is empty. In lines
2 to 6, the first node of V1, u1, is matched against all nodes, w, of V2 and
any pair (u1, w) that satisfies the Boolean predicate feasible is added to OPEN
as a partial match3. In the main loop of the algorithm, from lines 7 to 18, any
partial match, {(u1, vi1), . . . , (uk, vik

)}, retrieved from OPEN, is first checked for
completeness in line 9. If the considered partial match is complete, the algorithm
outputs match {(u1, vi1 ), . . . , (uk, vik

)} as the solution and terminates. If partial
match {(u1, vi1), . . . , (uk, vik

)} is not complete, i.e. k < n, then it is extended
by one additional pair (uk+1, w). This extension is done for all nodes, w, in
V2 that are not yet included in {(u1, vi1), . . . , (uk, vik

)}. If the extended set of
pairs,{(u1, vi1 ), . . . , (uk, vik

)} ∪ {(uk+1, w)} satisfies Boolean predicate feasible,
it is added to open. Otherwise it is discarded.

The Boolean predicate feasible is used to verify that a partial match satisfies
all conditions stated in Def. 6. In line 3 of the algorithm, as there are no edges
included in the partial match under consideration, only condition 2 needs to
be checked. In line 14, partial match {(u1, vi1), . . . , (uk, vik

)} has already been
checked for feasibility. Therefore, we only need to check condition 2 for nodes

3 For the purpose of computational efficiency, it is advisable to process nodes and
edges with more constraints and fewer variables and don’t care symbols first. Fewer
nodes and edges of this type will survive the feasibility test, which results in a search
with fewer alternatives.
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uk+1 and f(uk+1) = w, and conditions 1 and 3 for all edges that start or end at
uk+1 or w.

Algorithm 1 terminates as soon as it has found the first match from q to G.
However, if we explicitly consider the situation of multiple matches, f1, . . . , fn, it
takes only a small modification to change the algorithm in such a way that it finds
and outputs all matches from q to G. We only need to replace the terminate
statement in line 11 by a statement to re-enter the main loop starting in line 7.

The matching algorithm given in Algorithm 1 is exponential. However, as
the underlying query graphs are often limited in size and due to the fact that
the attributes and constraints limit the potential search space for a match, the
computational complexity of our algorithm is expected to be still manageable,
as shown in the experiments reported in Section 4.

Algorithm 1. Algorithm for finding a match between a query graph q to a
database graph G
Input: q = (V1, E1, μ1, ν1), where V1 = {u1, . . . , un},

G = (V2, E2, μ2, ν2), where V2 = {v1, . . . , vm},
a set of constraints, C, over the variables occurring in q

Output: injective mapping f : V1 → V2, given as
f = {(u1, vi1 ), (u2, vi2 ), . . . , (un, vin )}

1: initialise OPEN to be the empty set
2: for each node w ∈ V2 do
3: if feasible[{(u1, w)}] then
4: add partial match {(u1, w)} to OPEN
5: end if
6: end for
7: while OPEN is not empty do
8: remove the first element, {(u1, vi1 ), . . . , (uk, vik

)} from OPEN

9: if k = n then
10: output{(u1, vi1 ), . . . , (uk, vik

)} as the solution and

11: terminate
12: end if
13: for each w ∈ V2 \ {vi1 , . . . , vik

} do

14: if feasible[{(u1, vi1 ), . . . , (uk, vik
)} ∪ {(uk+1, w)}] then

15: add partial match {(u1, vi1 ), . . . , (uk, vik
), (uk+1, w)} to OPEN

16: end if
17: end for
18: end while
19: terminate

4 Experimental Results

The experiments described in this section are conducted on three real world data
sets, viz. the Enron data set [13], the AIDS data set [14], and the Internet Movie
Database [15]. The intention of the experiments is twofold. First, we want to show
the power and flexibility of the proposed concept of extended subgraph isomor-
phism and its applicability to general information retrieval tasks of relational data.
Therefore we give several examples of query graphs and their corresponding re-
sults. Secondly, an evaluation of the performance of the algorithm is conducted.
We are in particular interested in the behavior of our system when parameters in
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the query graph are changed systematically. For our tests a CPU Intel Core Duo
2GHz is used. The matching framework is implemented in Java.

4.1 Enron Database

The Enron corpus – a large set of e-mail messages – has been made publicly
available during the legal investigation concerning the Enron corporation [13].
The Enron corpus contains e-mail messages belonging to 159 users. The under-
lying data is converted into a graph by representing the senders and addressees
as nodes, attributed with their corresponding first and last name, and e-mail
address. Note that not only the 159 users are converted into nodes but any per-
son appearing as a sender or addressee in the mail folders of the corpus. Each
e-mail that was sent is represented by an edge labeled with the file-path, the
subject, the date, and the size. The complete data set consists of 70,400 nodes
and 203,865 edges4.

In Fig. 3 two example queries for the Enron database graph are illustrated.
The first query (Fig. 3 (a)) in conjunction with the constraint U = Z corresponds
to the question: “which person has written an e-mail to Jennifer Fraser and Ina
Rangel on the same day?” That is, there are four variables defined by A =
{X, Y, U, Z}. The second query (Fig. 3 (b)) in conjunction with the constraint
D < E < D + 2h is of much higher complexity. The corresponding question is:
“which person has first written an e-mail to John Arnold and then within two
hours to Caroline Abramo?” Furthermore, we want to find out the subject and
date of the two e-mails. We request that there is at least one e-mail sent by
Caroline Abramo to John Arnold and we want to get the subject and date of all
these e-mails. Hence, there are eight variables A = {A, B, C, D, E, F, X, Y }.

Our information retrieval system finds 13 possible answers to the first query.
One of these answers is, for instance, A = {X = John, Y = Arnold, U =
10/4/00, 9.18 AM, Z = 10/4/00, 9.12 AM}. In order to retrieve all answers it
takes our system only about 6 seconds. For the second query, however, 4 min-
utes are needed to find all possible answers. That is, running time crucially
depends on the query graph to be found in the database graph.

In Fig. 4 the run time of processing queries is plotted as a function of the
query graph size (Fig. 4 (a)) and as a function of the number of variables used in
the query graph (Fig. 4 (b)). The queries of Fig. 4 (a) are defined according to
three different scenarios. All scenarios have in common that the number of nodes
(senders or addressees) is iteratively incremented by one. That is, starting with
a query graph with two nodes, one additional node (and a corresponding edge)
is iteratively added to the query graph until it consists of eight nodes totally.
Three different query graphs are used for the scenarios plotted in Fig. 4 (b). For
each of these query graphs the number of variables is iteratively incremented
from zero to ten in steps of one.

It turns out that both the size of the query graph and the number of variables
crucially influence the retrieval time. Clearly, the more nodes or variables the

4 Note that nodes and edges are solely of type person and e-mail, respectively.
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person(Jennifer, Fraser, -)person(Ina, Rangel, -)

person(X, Y, -)

e-mail(-, -, Z, -)e-mail(-, -, U, -)

(a)

person(X, Y, -)

person(Caroline, 
Abramo, -)

person(John, 
Arnold, -)

e-mail(- , B, E, -)e-mail(- , A, D, -)

e-mail(- , C, F, -)

(b)

Fig. 3. Query graphs to the Enron database graph

(a) (b)

Fig. 4. Retrieval time as a function of the number of nodes (a) and variables (b) in
the query graph

query graph contains, the slower the system is. However, query graphs with
about eight nodes, which are in fact rather complex subgraphs in real world
applications, are typically still processed below one second. Also a high number
of variables weakens the system’s performance. The proposed graph matching
approach, however, copes well in general with up to about seven variables in the
query graph which, again, allows quite complex queries.

4.2 AIDS Database

The AIDS data set consists of graphs representing molecular compounds. We
construct graphs from the AIDS Antiviral Screen Database of Active Com-
pounds [14]. Our molecule database consists of two classes (active, inactive),
which represent molecules with activity against HIV or not. The molecules are
converted into graphs in a straightforward manner by representing atoms as
nodes and the covalent bonds as edges. Hence, there is only one type for both
nodes (atom) and edges (bond). Nodes are labeled with the number of the corre-
sponding chemical symbol and edges by the valence of the linkage. The complete
data set consists of 42,689 molecular compounds which serve as a database graph.

In order to test our information retrieval system on the AIDS data set, we
define 20 molecular compounds as query graphs. Three of these compounds
are illustrated in Fig. 5. Note that different shades of grey represent different
chemical symbols, i.e. node labels. For the sake of readability the type of nodes
and edges is not indicated.
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Fig. 5. Four examples of user defined molecular compounds
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Fig. 6. Three molecular compounds of the original database graph where the user
defined query graphs from Figure 5 are found as substructures

Given a certain query graph, our information retrieval system outputs all
molecular compounds that contain the considered substructure. In Fig. 6 exam-
ples of successful matches for each query graph from Fig. 5 are shown. Note that
these matches are not necessarily unique. In Fig. 6 (a) the illustrated match is
one out of 32 different possibilities (16 permuations per carbon cube), Fig. 6 (b)
shows one match from a total of nine possibilities, and in Fig. 6 (c) there are
two possibilities for a positive match. Depending on the algorithm’s termination
criterion, only one or all possible solutions are returned by the system.

In Fig. 7 the total number of matches of the individual query graphs with the
database graph and the total running time for performing the retrieval task are
plotted as functions of the 20 individual substructures. Note that all substruc-
tures (with the exception of query graph 5 which is illustrated in Fig.5 (b)) are
processed within at most 12 minutes. Most query graphs are processed in about
three minutes. Clearly, the number of matches crucially depends on the structure
and labels of the query graph, i.e. it varies from 30 up to 30,924 matches achieved
with complex and rather simple query graphs, respectively.

As seen on the preceding data set, our novel information retrieval framework
is able to cope with more complex query graphs than simple subgraph isomor-
phism tests. Fig. 8 (a), for instance, shows a query graph with answer variables
A = {X, Y }. This query graph with constraints X = Y, X �= C, Y �= C repre-
sents the question if there exist molecular compounds with circular substructures
consisting of four carbon atoms and two opposing non-carbon atoms with the
same chemical symbol in the database graph. In this example, besides the out-
put of the original molecular compound from the database graph that contains
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Fig. 7. The number of matches in the database graph and the total run time for each
of the 20 query graphs
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Fig. 8. Query graph and example solution from the database graph

the required substructure (Fig. 8 (b)), the answer variables A are linked by
X = Y = P.

4.3 Internet Movie Database

The Internet Movie Database (IMDb) [15] maintains a large collection of movie
and television information, which is publicly available. We use a subset of the
whole dataset with 10,000 movie entities and 73,927 actor entities. Both types
of entities are represented by nodes. Hence, there are two types of nodes (movie
and actor). The movie nodes are attributed with the corresponding genre, the
title, a description, the year, the language, the type, and the country. Actor
nodes are labeled with the first and last name of the corresponding actor. The
83,927 nodes are linked by 107,969 directed edges which represent relationships
between actors and movies, i.e. the edges are labeled with the role a certain actor
plays in the movie. Consequently, role is the sole edge type.

In Fig. 9 two example queries for the IMDb graph are illustrated. The first
query (Fig. 9 (a)) represents the question: “which actors play in which roles in
the movie with the title “Huff” released in 2004?” The answer variables are given
by A = {U, X, Y } and there are no constraints. The second query (Fig. 9 (b))
corresponds to the question: “in which movies the actors Todd Berger and James
Duval play together?” In addition to the title of the movie, we are interested
in the roles both actors play, and where and when these movies were shot.
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actor(X, Y)
movie(- , Huff, -, 

2004, English, -, USA)

role(U)

(a)

actor(Todd, Berger) actor(James, Duval)

role(U) role(V)

movie(-, X, -, 
Y, -, -, Z)

(b)

Fig. 9. Query graphs to the IMDb database graph

actor(Tod, Berger) actor(Jame, Duval)

role(U) role(V)

movie(-, X, -, 
Y, -, -, Z)

Fig. 10. Misspellings in the query graph

Hence, the answer variables are given by A = {U, V, X, Y, Z} and there are no
constraints.

For the first query our information retrieval system returns a list with 14
actors playing in the film “Huff” with their corresponding role, i.e., for instance,
A = {U = Craig Huffstodt, Y = Azaria, X = Hank}. For this retrieval task our
system uses less than a second. For the second query only one answer is returned;
A = {U = Darryl Donaldson, V = Himself, X = �1 Fan: A Darkomentary, Y =
2005, Z = USA}. For this retrieval operation the system also uses less than a
second.

The proposed system described so far does not return any information from
the database graph whenever no match is found. However, in some cases this
behavior may be undesirable. Let us assume, for instance, a query graph as
shown in Fig 10 is given. Obviously, this query represents the same query as
defined in Fig. 9 (b). Note, however, that there are two misspellings in the
actors’ names (Tod and Jame instead of Todd and James). The graph matching
framework presented so far merely returns the answer no as it finds no match
in the database graph5.

However, we can easily endow the novel graph isomorphism framework pre-
sented so far with a certain tolerance to errors. To this end we make use of graph
edit distance [16]. Graph edit distance defines the dissimilarity of two graphs by
the minimal amount of distortion that is needed to transform one graph into
the other. Hence, in cases when no perfect match of the query graph to the
database graph is possible, the query is minimally modified such that a match
becomes possible. The modifications used in this paper are given by deletions of
nodes and edges and substitutions of node and edge labels in the query graph.
Furthermore, we also allow violations of constraints imposed on the variables.

Using our system in this extended fashion, approximate results will be re-
turned whenever no perfect match is found. That is, for the misspelled query
graph illustrated in Fig. 10 the same answer is returned as for the query graph

5 One can think of similar situations in the two other data sets (e.g. different valences
of covalent bonds in a molecular compound).
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given in Fig. 9 (b). An additional comment is added making the user aware of
the two label substitutions performed on the original query.

5 Conclusions

Data mining is an important area of study in both industry and the scientific
community. In the present paper we focus on mining data represented by graphs.
Graph based representation is particularly interesting because of its suitability
for mining relational data. In order to find out whether a query graph is contained
in a large database graph, the concept of subgraph isomorphism can be employed.
However, since conventional subgraph isomorphism does not allow us to use
don’t care symbols, variables, and constraints on the query graph, the concept
is rather limited with respect to general information retrieval tasks. Therefore,
we provide a substantial extension of subgraph isomorphism which overcomes
these limitations. The resulting graph matching framework is characterized by
its high flexibility and power. With several experiments on three real world data
sets, we prove the applicability of our approach in graph based data mining in
quite different application fields. Though the problem of subgraph isomorphism
is NP-complete, our framework accomplishes the matchings quite efficiently in
practice. By means of the extension with graph edit distance we are able to endow
the presented framework with a certain error tolerance such that approximate
matches become possible. This is in particular interesting when it is not possible
or not desirable to define a query graph which perfectly matches the database
graph.

A possible extension of the presented methodology is the generalization of
our framework to the domain of hypergraphs [17]. Such an extension, which can
be done in a straightforward way, would result in greatly enhanced modelling
capabilities. That is, representing n-ary relationships among n entities in the
graph is rather difficult with binary edges. However, with hyperedges, which
connect n nodes simultaneously, such representations can be easily done.
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Abstract. Identifying patterns of factors associated with aircraft accidents is of 
high interest to the aviation safety community. However, accident data is not 
large enough to allow a significant discovery of repeating patterns of the fac-
tors. We applied the STUCCO1 algorithm to analyze aircraft accident data in 
contrast to the aircraft incident data in major aviation safety databases and iden-
tified factors that are significantly associated with the accidents. The data per-
tains to accidents and incidents involving commercial flights within the United 
States. The NTSB accident database was analyzed against four incident data-
bases and the results were compared. We ranked the findings by the Factor 
Support Ratio, a measure introduced in this work.  

Keywords: contrast-set mining, aviation safety, data mining, aircraft accident 
analysis, aircraft incident analysis, knowledge discovery. 

1   Introduction 

An aircraft accident is an occurrence associated with the operation of an aircraft in 
which people suffer death or injury, and/or in which aircraft receives substantial dam-
age; an incident is an occurrence which is not an accident but is a safety hazard and 
with addition of one or more factors could have resulted in injury or fatality, and/or 
substantial damage to the aircraft [1]. Previous research on aircraft accidents has fo-
cused on studying accident data to determine factors leading to accidents. In his Why-
Because Analysis (WBA) [2] to understand involving causal factors to accidents, 
Ladkin aims to reveal the causal reasoning behind the events and circumstances lead-
ing to an accident. He applied his method to individual aircraft accidents to show how 
it can improve understanding of the factors involved in those accidents [3]. Dimukes 
[4] studied 19 airline accidents focusing on pilot errors; his study showed characteris-
tics and limitations of human cognition in responding to different situations and sug-
gested accidents are caused by confluence of multiple factors. Van Es [5] studied Air 
Traffic Management (ATM) related accidents worldwide and showed flight crew is a 
more important factor in ATM-related accidents than air traffic control is. He also 

                                                           
1 STUCCO algorithm is developed by S. D. Bay and M. J. Pazzani, University of California, 

Irvine. 
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reported no systematic trends were found in the accident dataset when performing a 
trend analysis. While these studies help understanding individual accidents and their 
causal factors, the low rate of accidents however, makes it difficult to discover repeat-
ing patterns of these factors.  

Other research has analyzed larger sets of data available on incidents to determine 
the causal factors of incidents. Majumdar [6] applied log-linear modeling technique to 
analyze seven factors involved in loss-of-separation incidents. Hansen and Zhang [7] 
tested the hypothesis that adverse operating conditions lead to higher incident rates in 
air traffic control. NASA [8] studies voluntarily submitted incident reports, mostly by 
pilots, and publishes the results monthly. While studying incident data is helpful to 
understand incident causal factors, it does not identify the relationship between the 
incident factors and accidents. Since the ultimate goal of studying aviation safety data 
is to reduce accidents, in this research, we analyzed both accident and incident data to 
show the relationships between the two classes of events and to identify factors that 
are significantly associated with accidents. 

2   Data 

The data used in the study consists of accidents and incidents pertaining to commercial 
flights (part-121) from 1995 through 2004. The accidents were obtained from: 

- National Transportation Safety Board (NTSB) database, containing reports of all 
accidents 

The incidents were obtained from four major national databases:  
- Federal Aviation Administration Accident and Incident Database System 

(FAA/AIDS), containing reports of incidents investigated and/or documented by 
the FAA 

- National Aeronautics and Space Administration Aviation Safety Reporting System 
(NASA/ASRS), containing self-reported errors voluntarily submitted mostly by pi-
lots 

- FAA Operational Errors and Deviations (OED), containing mandatory reports of 
Air Traffic Control errors 

- FAA System Difficulty Reports (SDRS), containing reports of mechanical prob-
lems with the aircraft system or components 

Each report in these databases consists of structured fields plus an unstructured 
narrative explaining the event. In this study we used the structured fields only. The 
structured fields contain causal and contributory factors which are identified either by 
the person reporting the event or by a domain expert who has reviewed the report 
afterwards. Our analysis used these factors.  

2.1   Data Constraints  

Some constraints imposed by the data need to be considered. All accidents in the 
United States involving civil aircraft are investigated by the National Transportation  
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Safety Board (NTSB), an independent organization, and are reported in the NTSB 
database. Accident data, therefore, can be assumed complete and free of bias. Incident 
data however, are under-reported and subject to self-reporting bias. To address these 
constraints, our study analyzes the underlying factors of accidents and incidents quali-
tatively (and not a quantitative analysis such as regression). The historical data on 
incidents is large enough to represent these factors qualitatively. Also, we consider all 
factors that have been present in an event, regardless of their primary or contributory 
role in leading to the event. This minimizes the impact of the bias in reporting the 
factors. 

2.2   Data Selection 

Since the purpose of the analysis is to identify operational factors under normal condi-
tions, accidents and incidents due to the following causes were filtered out from the 
data: 

- passenger and cabin-crew related problems, such as passengers being 
injured due to hot coffee spilling on them 

- medical and alcohol related events, such as pilot being sick 
- terrorism and security events, such as bomb threats 
- bird/animal strike, such as aircraft encountering a deer on the runway 
- events during the phases of operation when the aircraft is not operating 

(parked, standing, preflight) 

Also, reports pertaining to the Alaska region were excluded since flight environ-
ment and procedures in this region are different from the rest of the regions in the 
United States and require a separate study. 

After applying the filters, there were 184 accidents, and the following sets of incidents left 
in the data for analysis: 2,188 reports in the AIDS dataset, 29,922 reports in the ASRS dataset, 
10,493 reports in the OED dataset, and 85,687 reports in the SDRS dataset. 

2.3   Data Preparation 

We first normalized the data across the databases and then developed an ontology by 
developing a hierarchy of factors and sub-factors common across the databases.  

Normalization of the values was needed so that all databases use the same term to refer 
to the same factor or condition. For example, the action where pilot executes a maneuver to 
avoid an object on the runway is referred to by one database as ‘ground encounter’ and by 
another as ‘object avoidance’. 

Eight high-level categories of factors were identified in the data, each containing 
corresponding sub-factors. These factors and examples of their sub-factors are shown 
in Table 1. The ‘Other’ category contains all sub-factors which didn’t fit under the 
other seven categories and were not big enough to have their own separate category.  

We transformed the reports into vectors consisting of fields that indicate presence or ab-
sence of each of the common factors and sub-factors in the event (accident or incident). We 
then analyzed these vectors. 
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Table 1. Common ontology across multiple databases 

Factor Sub-Factor examples 

 Aircraft 
  Engine, Flight control system,  
  Landing gear 

 Airport 
  Snow not removed from runway,  
  Poor Lighting, Confusing marking 

 Air Traffic   
 Control 

  Communication with pilot,   
  Complying with procedures 

 Company   Procedures, Management, Training

 Maintenance   Compliance, Inspection 

 Pilot 
  Visual lookout, Altitude deviation, 
  Decision/Judgment 

 Weather   Wind, Thunderstorm, Ice 

 Other 
  Factors not in the other categories;  
  FAA oversight, Visibility 

3   Analysis 

We applied the STUCCO algorithm [9] to perform four sets of analyses. In each 
analysis, the accident vectors were paired with incident vectors from one of the four  
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Fig. 1. Analysis of accident data in contrast to incident data 
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incident databases. Each analysis identified patterns of factors which are significantly 
associated with accidents (or with incidents). We ranked the findings of each analysis, 
using the Factor Support Ratio measure described below. Final results of the four 
analyses were compared at the end. Figure 1, depicts the analysis process. 

3.1   Algorithm 

The STUCCO algorithm finds conjunctions of attribute-value pairs that are signifi-
cantly different across multiple classes. In the case of our data, there are two classes: 
accidents and incidents. Attribute-values are binary values (1 or 0) for the factors in 
each event vector, implying presence or absence of the factors in that event. Figure 2 
shows the algorithm used in our study.  

In an A-Priori-like process [10], the factors and their children are examined for 
their support in each class. For each factors-set, deviation is calculated as abso-
lute value of the difference between accident support and incident support for the 
 

Input accident and incident vectors 
C = set of factors in the input vectors 
D = set of deviations, initially empty 

1. While C is not empty 

2.   Scan input data and count support c∀ C∈   
        suppacc = (accidents containing the   
                       factor/total accidents)*100 
        suppinc = (incidents containing the   
                       factor/total incidents)*100  

3.   For each factor-set Cc ∈ : 
4.    If (countacc > min cell frequency AND  
          countinc > min cell frequency)  
5.      If ( |suppacc – suppinc| > devmin )  
           then factor-set is large 
6.      If (Chi Square test passed)  
        then factor-set is significant  
                Add factor-set to candidates D 
7.         Generate children (factor-set, C) 
8.         For each child 
         If (suppacc> devmin OR suppinc> devmin)  
               Then add child to C’ 
9.   C = C’ 
 
10. Rank candidates in D by Factor Support Ratio 

 
    Legend: 
    suppacc= accident support 
    suppinc= incident support 
    dev = deviation  

Fig. 2. STUCCO algorithm used in this research 
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factor-set. Factor-sets with a deviation of more than a minimum threshold are 
tested for the statistical significance of their distribution over the two classes. Chi 
Square test is used to perform the test. Factor-sets whose test results in a p-value 
of more than 0.05 are rejected, the rest are added to the list of candidates whose 
children will be generated and go through a similar test. The contingency table 
shown in Table 2 is used for the Chi Square test. 

The step shown in Figure 2 are slightly different than the original algorithm dis-
cussed in [9]. The difference is in step 7 in Figure 2. In this step, the original algorithm 
generates children for a factor-set if the factor-set is both large and significant. Here the 
significance criterion is relaxed for child generation. (Note that this criterion is relaxed 
only for child generation, passing the significance test is still required for a factor-set to 
be added to the candidates.) The reason for this modification is to allow for discovery of 
factors that might not be individually associated with accidents, but if combined to-
gether they could be significant accident factors. Discovery of such cases is one of the 
objectives of the analysis. This modified step generated two additional significant two-
factor-sets whose individual factors did not pass the significance test individually. 

Table 2. Contingency table used for Chi Square significance test 

 accidents incidents 
factor-set 

true 
accidents  

containing the factor-set 
incidents  

containing the factor-set 
factor-set 

false 
accidents  

not containing the factor-set
incidents 

 not containing the factor-set 

3.2   Ranking 

Once significant factor-sets are identified by the algorithm, we rank them by their Factor 
Support Ratio measure. We calculate the Factor Support Ratio for each factor-set as the 
probability of the factor-set given an accident, divided by the probability of that factor-set 
given an incident, or the ratio of the factor-set’s support in accident dataset over its support 
in the incident dataset (1) where F = factor-set, acc= accident, inc=incident, P(F|acc) = 
probability of factor-set given an accident, #Facc = number of accidents containing factor F, 
#acc = total number of accidents. 
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The information conveyed by the Support Ratio measure about the factor-set is dif-
ferent than that of the deviation that is used in the algorithm. Deviation is the differ-
ence between the factor-set’s accident and incident supports. Support Ratio is the 
probability of a factor-set being involved in an accident divided by its probability of 
being involved in an incident. To see the significance of this distinction, consider 
factor-sets A and B and their corresponding measures in Table 3. 

Table 3. Support Ratio vs. deviation 

 
factor-set 

accident
 supp 

incident 
support

 
Dev

Support 
Ratio 

A 60% 50% 10% 1.2 
B 11% 1% 10% 11 

Both factor-sets A and B have a deviation of 10% between their accident support 
and incident support. However, in the case of factor-set B, the support in accidents is 
11 times more than in incidents. This can be interpreted as: occurrence of factor-set B 
in an accident is 11 times more likely than its occurrence in an incident. This is a 
more distinctive distribution than that of factor-set A which has a Support Ratio of 
1.2. We can use this measure to compare factor-sets A and B, and say factor-set A is 
more likely to be involved in accidents than factor-set B. 

4   Results 

Results of the analyses were reviewed with domain experts, some results were consis-
tent with previous research findings and some were interesting in the sense that previ-
ous studies had not identified them. Highlights of the results are discussed below. 

Company factors - factors such as mistakes by the company (or airline) personnel, 
and inadequate or lack of procedures by the company for performing a task – were 
consistently the highest ranked category of factors associated with accidents among 
the eight high-level categories of factors. This was an interesting result. Although 
previous studies had shown these factors contributed to accidents, their significance 
relative to other factors was not shown. Our research conducted a holistic study of the 
factors across multiple databases and in addition to identifying the factors associated 
with the accidents we could rank the factors in the order of their significance. 

The next highest ranked accident factors were Air Traffic Control (ATC) followed 
by the pilot factors. Among the ATC factors, communications sub-factor had the high-
est rank of association with accidents. And among the pilot factors, visual lookout had 
the highest rank. Identification of ATC communications and pilot visual lookout as 
accident factors was consistent with previous findings. The interesting finding was 
that ATC factors which are less frequent than pilot factors were ranked higher. This 
implies that although ATC factors are less frequent but once they occur there is a high 
risk of having an accident (as opposed to an incident). Pilot factors are more  
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frequent than other factors in accidents but they are also more frequent in incidents, 
which makes their Support Ratio lower and ranks them after the company and ATC 
factors. 

Another interesting finding was association of aircraft factors with incidents. Air-
craft factors are mechanical problems with the aircraft system or components, such as 
landing gears and flight control systems. The results showed these factors are more 
likely to be involved in incidents except when combined with other factors such as 
severe weather or pilot errors. 

In Table 4 we show the results grouped by the factor category. These results are as-
sociations that were consistently identified by multiple analyses. Additional associa-
tions were identified by each individual analysis.   

Table 4. Selected results of the analyses 

Factor 
Category 

Associations 

Pilot 
  (pilot, airport, other)  accident                            
  (pilot, weather) accident                                       
  (pilot)  accident 

ATC 
  (ATC, pilot, airport, other)  accident 
  (ATC, airport, company)  accident                      
  (ATC)  accident 

Aircraft 
  (aircraft, weather)  accident 
  (aircraft)  incident 

Company 
        (company, maintenance, other)  accident  
        (company, maintenance)  accident 
        (company)  accident 

Ranking of the results also showed that likelihood of a factor being involved in an 
accident rises as more factors co-occur with it. This means when multiple factors are 
present, there is a higher likelihood of having an accident (as opposed to having an 
incident). Tables 6 and 7 show some examples. For example in Table 6, the Support 
Ratio for combination of pilot+airport factors is 7.2 compared to the Support Ratio of 
3.9 for the pilot factors, signifying that pilot factors combined with airport factors are 
more likely to result in accidents than the pilot factors alone. 

Table 5. Ranking of results from NASA database analysis 

factor-sets in 
NASA database 

Support
ratio 

pilot, aircraft, company, other 3.7 
pilot, company, other 3.6 
pilot, aircraft, weather 2.9 
pilot, airport, other 2.3 
pilot, weather 1.9 
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Table 6. Ranking of results from FAA database analysis 

factor-sets in 
FAA database 

Support  
ratio 

pilot, airport, other 14.3 

pilot, aircraft 9.7 

pilot, airport 7.2 

pilot, weather 4.3 
pilot 3.9 

Note that the Support Ratio measure cannot be used for cross-database comparison 
of factor-sets. Factor-sets within a dataset can be compared using their Support Ratios 
since total numbers of accidents and incidents are the same in calculation of the Sup-
port Ratios.  

5   Summary and Future Work 

By applying contrast-set mining to the aviation safety data, we were able to analyze 
aircraft accident data in contrast to the incident data and identify patterns of factors 
which are associated with the accidents. Our ranking measure, the Factor Support 
Ratio, allowed ranking of the findings and identification of relative significance of the 
factors in contributing to accidents, compared to other factors.  

This work analyzed aircraft accidents and incident pertaining to commercial flights 
within the United States. The methodology used here could be applied to the general 
aviation as well. The analysis could be extended to include world-wide safety events. 
In a future work, other data attributes, such as severity of the event, phase of flight, 
and type of aircraft could be included in the study to obtain more specific results. 
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Abstract. Building a system from disparate software requires analy-
sis to establish commonality of code. The ability of a data mining tool
to extract repeating functional structures is the first step to reduce ex-
ploration, save development time, and re-use software components. This
case study looks specifically at the application of graph-based data min-
ing algorithms to code re-factoring. After writing a module to obtain a
graph representation of a discrete event model, we built a tool around
the University of Washington’s SUBDUE package to find recurring pat-
terns of logic. This resulted in cleaner code and increased awareness of
code re-use.

Keywords: subgraph isomorphism, minimum description length, dis-
crete event modeling, code re-factoring.

1 Introduction

Organizations characterized by a high degree of command and control to ac-
complish a mission depend on hierarchical social structures. The United States
military is one example of such an organization. The successful execution of in-
structions in an operational context demands that subordinates be aware of the
flow of information as it flows from the top of the unit down to the rank-and-file
and that they be ready to carry out such instructions. Information technology
systems are often verified and validated with this organizational reality in view.

Software development, however, does not neatly fit into such a category, at
least not initially. Computer programming is as much an art as it is a science,
and program code often develops in an organic, ad hoc way. Documenting an
artifact that looks more like a Jackson Pollock painting than an engineering
design using a formal method such can be daunting.

1.1 Executive Summary of IDEF0

Since the 1960’s, Information Technology practitioners have developed a host
of notations for describing the architecture of systems. These languages have
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developed in specific communities and can be both characterized and recog-
nized as such. Some of the better known notations include the Unified Modeling
Language (UML), the Structured Analysis and Design Technique (SADT), and
Viewpoint-Oriented Requirements Definition (VORD).

As communities have become more specialized, these languages have had off-
spring. One descendant of SADT is the IEEE Standard Integrated Definition
family of languages. IDEF0 is a functional modeling language that was devel-
oped by the United States Air Force in the 1970s. In the IDEF0 philosophy, a
function is conceived of as an activity that produces some outcome. This activity
can have one or more inputs that enter into it. Inputs are depicted as entering
from the left, and outputs as leaving toward the right.

Additionally, functions can be influenced by controls, such as government
regulations or guidance, and can be enabled by mechanisms, which are generally
understood as means to accomplishing functions. Controls are depicted as arrows
from above, mechanisms as arrows from below.

1.2 Introduction to Discrete Event Simulation Software and Extend

To ensure validation of logistics models, the United States Navy relies on discrete
event (DE) simulation software. The Navy has chosen the Extend Simulation
Suite to capture ship-based logistical processes in order to arrive at reasonable
estimates of time required to accomplish specific tasks on a mobile sea base. Ex-
tend is a visual, icon-based language that engineers in general find user-friendly.
It has a simple drag-and-drop interface that lets one quickly build a DE model.

Extend uses an event-pending while loop to process objects. Each icon en-
capsulates a function, such as ’cause the object to wait for a specified period
of time.’ These functions are linked to each other by means of connectors that
associate a single output of one function with one or more outputs of one or
more functions. As objects move through the system, functions fire events which
are then placed on a queue as pending. The simulation halts when all pending
events have been processed.

Behind each Extend function is code written in a proprietary language called
Mod-L. Mod-L closely resembles C and is flexible enough to add custom be-
haviours to the discrete event. The refactoring of Extend icons (functions) is
really just a specific instance of the code refactoring of high-level programming
languages as it is commonly understood. Most modern integrated development
environments (such as Microsoft Visual Studio) now have a code re-factoring
feature built into them.

As an Extend model grows, the user may be faced with increased complex-
ity. The software allows for the encapsulation of groups of functions and their
connectors into hierarchical blocks, or ’h-blocks.’ All connectors that impinge on
the encapsulated functions are then re-routed to impinge on the ’black box’ that
represents the set of functions.

Unfortunately for managers and policy makers, there is nothing in the Ex-
tend software that forces developers to be tidy. This is where a language such as
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IDEF0 becomes useful (especially if it is mandated by your client!). IDEF0
requires that there be no fewer than three and no more than nine activities
represented in a diagram. This means that frequenly occuring patterns of code
must be refactored and re-used, like a toolkit. It also means documentation that
is easier to understand.

1.3 Representation of DE Models as Graphs

An Extend model can quite naturally be represented mathematically as a graph
data structure. Each vertex in the graph represents a function and each edge
represents a ’connector’ between functions.1 Each node is assigned a label that
is given by the type of Extend icon that was used to generate it. Representing the
model in this way affords opportunities for exploiting graph-based data mining
algorithms to accomplish tasks such as finding commonality of code and code
refactoring.

2 Problems with DE Developer Artifacts

Most of the people who design ships are classical engineers first. They are well-
versed in the formulas and techniques of shipbuilding, but may not be familiar
with information technology in general or computer programming in particular.
The discrete event models developed by shipyards are not necessarily done in
a disciplined way, using a top-down requirements definition process followed by
object-oriented, modular design.

Moreover, the complexity of designing a single ship, much more the complexity
of designing processes for mobile sea bases, usually calls for the involvement of
multiple contractual personnel from multiple industrial players. Each contractor
may have his or her own notational conventions, further obfuscating the view of
a single system design.

The graph compression technique embodied in the Minimum Description
Length heuristic, combined with the subgraph isomorphism algorithm, provides
a way to mitigate some of the complexity introduced by these factors.

3 Data Mining as a Strategy in Code Refactoring

With the rise of the Internet at the turn of the 21st century and the concomitant
explosion in computer storage capacity, there has been a dramatic increase in
research on mining sub-structures from networked systems and artifacts. As data
mining algorithms have matured, they have been applied to non-traditional do-
mains such as web documents. Among the algorithms that have been developed,
three stand out as significant advances in run-time reduction and applicability to
non-traditional domains: gSpan, FSG, and SUBDUE. Each of these algorithms

1 In Extend, a connector is essentially a function input or output. In raw source code,
these would be the arguments and return values of the functions.
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use various strategies to reduce the run-time of finding subgraphs in larger graphs
from exponential run-time to O(nlogN) or near-linear.

In the case of SUBDUE (Holder and Cook), researchers discovered that using
a Minimum Description Length heuristic can provide more significant insight
into the structural content of a graph than previous algorithms that looked only
at identifying frequently-occurring subgraphs. Minimum Description Length is
a method which aims to reduce the number of bits required to describe a data
structure by finding regularity in the data structure.

More precisely, if M is a model (such as a graph) and H is a hypothesis that
describes some part of M, then L(M—H) is the length (in bits) of the model
description using H as a substitute for the regularity of the model. The minimum
description length minimizes L(H) + L(M—H).

SUBDUE includes a C++ implementation of subgraph isomorphism. Our ap-
proach was first to run the MDL compression, then apply subgraph isomorphism
to identify recurring instances of the graph with the minimum description length.

A brief discussion of the subgraph isomorphism algorithm follows. Here, a
graph is defined as a set of vertices V and edges E. We are interested in deter-
mining whether a smaller graph G’ is a subgraph of a larger graph G. We define
two functions l and f. f is a surjection that maps vertices of G onto vertices of
G’. l and l’ are functions that map vertices and pairs of vertices (edges) to labels
for G and G’, respectively.

For G’ = {V’,E’} to be a subgraph of G = {V,E}, the following three condi-
tions must hold:

∀u ∈ V, (l(u) = l′(f(u))) (1)

∀u, v ∈ V, (u, v) ∈ E ⇔ (f(u), f(v)) ∈ E′ (2)

∀(u, v) ∈ E, (l(u, v) = l′(f(u), f(v))) (3)

The first condition says that mapped vertices across G and G’ have the same
names. The second says that a pair of vertices is an edge in graph G if and only
if it is an edge in graph G’. And the third condition states that mapped edges
across G and G’ have the same name.

4 Client Solution

Computer Sciences Corporation built a wrapper (named the Model Integration
Application, or MIA) around the SUBDUE package in order to apply MDL and
subgraph isomorphism to models of shipboard operations. These models could be
characterized as having large numbers of icons occurring repeatedly in groups of
similar structure. The shipboard operations, for example, entail the distribution
of equipment to soldiers at a number of stations along an assembly line. Four
stewards, positioned at regular intervals, would hand off bundles of equipment
to soldiers queuing up at these stations. Prior to our analysis, structures such
as these were not grouped accordingly but were spread out as individual icons
across the entire drawing board. All icons depicting the batching were exposed
at the same level. Not surprisingly, this layout was both crowded and confusing.
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Fig. 1. DE model before MIA processing. Each box represents an Extend H-block.

In mapping these icons and connectors to IDEF0, we made some simplifying
assumptions. The client directed us to ignore the controls and mechanisms. This
meant that all incident connectors mapped to either an IDEF0 input or output.

Starting with the initial model, we made several passes on the code using the
following three-step procedure. First, we applied the subdue.exe (MDL) program
to find the subgraphs that most compressed the model. Then, we used these
exemplar subgraphs as inputs to sgiso.exe to find the actual instances. The MIA
then performed the substitution of each instance with a single node.

By demonstrating the use of the MIA tool and making the Extend developers
aware of the benefits of re-factoring code into modules, we were able to persuade
them to be more consistent in the use of making so-called ’hierarchical blocks’ in
Extend, which is essentially the re-factoring of code. As a result, the reader could
more easily see the purpose of the stewards along the assembly line, having fewer,
’higher-level’ symbols communicating the purpose of that section of the discrete
event model. After transforming the code into a more hierarchical format, we
exported the the graph data structure to an IDEF0 document, which was then
read into System Architect. Using this (mandated) System Architect format,
our customer could see, at a glance, the internal structure of the Discrete Event
simulation.

4.1 Visualization of Transformed Discrete Event Models

Extend models are hierarchical in nature and resemble the familiar tree data
structure, with a root at the top (visible when the model is first loaded) and
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Fig. 2. After MIA processing. Where common patterns have been found, they have
been placed in their own diagram and pushed out from the center.

leaves at the edges of the tree (Extend icons that perform some simulation
function). Our client asked for a view from 10,000 feet of the DE model we were
documenting. In Figure One, we show a representation of the uncompressed ship
operations model. Note that many of the interior nodes have many (more than
nine) branches. Figure Two shows the model after it has been run through the
refactoring tool.

5 Conclusion

The purpose of this paper was to suggest the application of a pair of algorithms
to the problem of cleaning messy source code, rather than to refine an algorithm
or propose a new one. Discrete event models are only one domain in which this
technique could be applied. Code written in C++, C, C#, and Java also come
to mind as candidates. Despite the arrival of COTS tools for generating code by
machine, there are still many projects where human error, laziness, inexperience,
and lack of discipline call for tools that can clean code and make it easier to
understand.
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Abstract. This paper focuses on the control of the performance characteristics 
of workflows modeled with stochastic Petri nets (SPN’s). This goal is achieved 
by focusing on a new model for Artificial Social Systems (ASS’s) behaviors, 
and by introducing equivalent transfer functions for SPN’s. ASS’s exist in 
practically every multi-agent system, and play a major role in the performance 
and effectiveness of the agents. This is the reason why we introduce a more 
suggestive model for ASS’s. To model these systems, a class of Petri nets is 
adopted, and briefly introduced in the paper. This class allows representing the 
flow of physical resources and control information data of the ASS’s 
components. In the analysis of SPN we use simulations in respect to timing 
parameters in a generalized semi-Markov process (GSMP). By using existing 
results on perturbation (e.g., delays in supply with raw materials, derangements 
of equipments, etc.) analysis and by extending them to new physical 
interpretations we address unbiased sensitivity estimators correlated with 
practical solutions in order to attenuate the perturbations.  

Keywords: Artificial Social Systems, Equivalent Transfer Functions, Stochastic 
Petri Nets, Control Charts of Workflows.  

1   Introduction 

An Artificial Social System (ASS) is a set of restrictions on agent’s behaviour in a 
multi-agent environment [1]. ASS allows agents to coexist in a shared environment 
and pursue their respective goals in the presence of other agents. A multi-agent 
system consists of several agents, where at given point, each agent is in one of several 
states. In each of its states, an agent can perform several actions. The actions an agent 
performs at a given point may affect the way that the state of this agent and the state 
of other agents will change. A system of dependent automata consists of two or more 
agents, each of which may be in one of a finite number of different local states. We 
denote the set of local states of an agent i by Pi. The set (P1, P2, ..., Pn) of states of the 
different agents is called system’s configuration. The set of possible actions an agent i 
can perform is a function of the local state. For every state p∈Pi there is a set Ai(p) of 
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actions that i can perform when in local state p. The row actions (a1, ..., an) denote the 
actions the different agents perform at a given point and is called their joint action 
there. An agent’s next state is a function of the system’s current configuration and the 
joint action performed by the agents. A goal for an agent is identified with one of its 
states. That is the reason why an agent has plans how to attain its goal. 

A plan for agent i in a dependent automata is a function U(p) that associates with 
every state p of agent i a particular action a∈Ai(p). A plan [2] is said to guarantee the 
attainment of a particular goal starting from an initial state, in a given dependent 
automata system, if by following this plan the agent will attain the goal, regardless of 
what the other agent will do, and what are the initial states of the other agents. A 
dependent automata system is said to be social if, for every initial state po and goal 
state pg, it is computationally feasible for an agent to devise, on-line, an efficient plan 
that guarantees to attain the goal pg state when starting in the initial state po. For a 
proper behavior, a dependent automata system is modeled with a social law. 
Formally, a social law Q for a given dependent automata system consists of functions 
(A`

1, A`
2, ..., A`

N), satisfying A`
1(p) ⊂  A`

i(p) for every agent i and state p ∈  Pi. 
Intuitively, a social law will restrict the set of actions an agent is “allowed” to perform 
at any given state. Given a dependent automata system S and a social law Q for S, if 
we replace the functions Ai of S by the restricted functions A`

i, we obtain new 
dependent automata system. We denote this new system by SQ. In SQ the agents can 
behave only in a manner compatible with the social law S [3], [4]. In controlling the 
actions, or strategies, available to an agent, the social law plays a dual role. By 
reducing the set of strategies available to a given agent, the social system may limit 
the number of goals the agent is able to attain. By restricting the behaviors of the 
other agents, however, the social system may make it possible for the agent to attain 
more goals and in some cases these goals will be attainable using more efficient plans 
than in the absence of the social system. A semantic definition of artificial social 
systems gives us the ability to reason about such systems. For example, the 
manufacturer of the agents (e.g., robots) that are to function in the social system will 
need to reason about whether its creation will indeed be equipped with the hardware 
and the software necessary to follow the rules. In order to be able to reason properly, 
we need a mathematical model and a description language [8], [9].  We chose the 
stochastic Petri nets model in order to model and simulate real conditions encountered 
in constructions workflow planning. We shall name on further accounts this model as 
Stochastic Artificial Social System. Petri nets have been recognized as a powerful tool 
for modeling discrete event systems. State explosion, a typical problem for SPN’s, is 
solved here by introducing the equivalent transfer functions for transitions of SPN’s. 
Data networks, viewed as discrete systems, are analyzed with such models. In the 
Petri nets theory, mathematical tools are available for analysis of the qualitative 
properties including deadlock-freeness, boundedness, reversibility, s.a. [1]. However 
simulation remains the effective for performance evaluation. Perturbation (e.g., delays 
in supply with raw materials, derangements of equipments, etc.) analysis has been 
developed for evaluating sensitivity measures by using simulations [2]. A generalized 
semi-Markov process (GSMP) is the usual model for the stochastic processes of 
discrete-event simulations, and most existing perturbation analysis methods are based 
on the GSMP framework. Since GSMP’s and stochastic Petri nets (SPN’s) have been  
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proven to have the same modeling power [3], existing perturbation analysis methods 
are expected to apply to SPN’s. Petri nets models considered here are SPN’s with 
random transition firing times and the sensitivity estimators can be obtained from a 
simulation run. Our perturbation analysis is based on work of [5] and [6] which 
provides unbiased gradient estimators for a broad class of GSMP`s. In this study, 
unbiased estimators are applied by using an appropriate SPN representation. Under 
correct conditioning, the unbiased estimators are easily confirmed by the simulation 
run of the SPN representation. This confirms the importance of underlying stochastic 
process. Practical solutions are shown in the paper, in order to give a concrete 
utilization of the theoretical model realized with SPN. The remainder of this paper is 
organized as follows. Section 2 presets SPN`s under consideration, section 3 presents 
some basic equivalent transfer function used for simplifying the complexity of SPN's, 
section 4 presents unbiased estimators for general stochastic Petri nets, sections 5 and 
6 apply the theoretical approach to a gueuing network, respectively to a construction 
system perturbation analysis, and explicates some practical correlations between 
theory and practical implementation, and conclusions underline the approaches 
presented in this paper and establish future work.       

2   Stochastic Petri Nets  

In an ordinary Petri net PN = (P, T, F, M0), where P and T are two disjointed sets of 
nodes named, respectively, places and transitions. F ⊆ (PXT) U (TXP) is a set of 
directed arcs. M0: P → N is the initial marking. Two transitions ti and tj are said to be 
in conflict if they have at least one common input place. A transition t is said to be 
conflict free if it is not in conflict with any other transition. A transition may fire if it is 
enabled. A transition t ∈ T is said to be enable at marking M if for all p ∈*t, M(p) ≥ 1. 
The SPN’s considered here are ordinary Petri nets with timed transitions. Timed 
transitions can be in conflict therefore we say that a marking is stable if no conflict 
transitions are enabled. In the following we assume that the initial marking is a stable 
marking. We note by (M,T) a stable marking reachable from M by firing t. The new 
stable marking M* is obtained from M according to some routing probability. The 
basic idea is that in order to guarantee that a stable marking can be reached; we must 
ensure that the respective circuit contains at least one timed transition. A SPN can be 
defined by the following elements [4]: 

Tt  Set of timed transitions 
Ms(M,t)  Set of stable markings reachable from M by firing transition t 
p(M*, M,t) Probability of reaching a stable marking M* from M when t fires. 
Obviously, we have: p(M*,M,t) = 0 if M* ∉ Ms(M,t). 
Ft(.)  Distribution function of the firing time of t  
The GSMP representation of the SPN can be  characterized by the following 
parameters: 
X(t,k) Independent random variables, where t ∈ Tt , and k ∈ N. Each X(t,k) has 
distribution Ft and corresponds to the time of the kth firing of transition t. 
U(t,k) Random variables on [0,1]. Each U(t,k) corresponds to the routing indicator 
at the kth completion of t. 
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rn(t) Remaining firing time of transition t at Sn 

S(t,k) Independent uniform random variables on [0,1], where t ∈ Tt, k ∈ N. Each 
U(t,k) corresponds to the routing indicator at the kth completion of t. 
tn nth completed timed transition 
Mn Stable marking reached at the firing of tn 
Sn Completion time of tn 
τn Holding time of marking Mn-1 
V(t,n) Number of instances of t among t1 , …, tn. 

The dynamic behavior of an SPN can be explained in the following way: at the initial 
marking M0, set rn(t) = X(t,1), ∀ t ∈ Tt(M0) and set V(t,0) = 0, ∀ t ∈ Tt. All other 
parameters tn+1, τn+1, sn+1, V(t,n+1), Mn+1, rn+1 can be determined recursively as usually 
done in discrete event simulation. Recursive equations are given in [5]. The following 
routing mechanism is used in GSMP: 
 

  Mn+1 = ∅(Mn, tn+1, U(tn+1,V(tn+1,n+1)))               (1) 
 

Where ∅ is a mapping such that P(∅(M,t,U) = M*) = P(M*,M,t). 

3   Basic Equivalent Transfer Functions for SPN’s 

In a timed PN let F: T→R be a vector whose component is a firing time delay with an 
extended distribution function. By extended distribution functions, we mean that 
exponential distribution functions are allowed for concurrent transitions. Two 
transitions are said to be concurrent at marking m if and only if firing either does not 
disable the other. The firing rule for an SPN provides that when two or more 
transitions are enabled, the transitions whose associated time delays is statistically the 
minimum fires. According to the transition-firing rule in PN, when a transition tk has 
only one input place pi, and pi is marked with at least one token, tk is enabled. The 
enabled transition can fire. The firing of tk removes one token from the pi and then 
deposits one token into each output place pj. Let P(i,k) be a probability that transition 
tk can fire. The process from the enabling to the firing of tk requires a time delay, τk. 
This delay τk of a transition can be either a constant or an extended random variable in 
SPN. P(i,k) and M(s) depend on τk as well as the current marking and the time delays 
of other enabled transitions at that marking. M(s) denote the moment generating 
function, and is defined as follows: 

   ( ) ( ) dtFesM t
st∫

+∞

∞−

⋅=     (2) 

Where s is an extended parameter, and Ft(·) is a probability density function of 
random variable-transition t (i.e., distribution function of the firing time of transition t 
Є Tt).   

A transfer function of a stochastic Petri net [4] is defined as the product 
P(i,k)⋅M(s), and is: 

  ( ) ( ) ( )sMk,iPsWk ⋅=       (3) 
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Fig. 1. Equivalent transfer functions for basic structures of SPN 

Transition tk characterized by P(i,k) and τk is expressed by a transition characterized 
by Wk(s). Four fundamental structures can be reduced into a single transition. The 
reduction rules can be used to simplify some classes of SPN. With these reduction 
rules we transform PN into finite state machines (in a finite state machine each 
transition has only one input and output place, and there is one token in such a net). 
Fig.1, a,b,c, d depict these reduction rules.  

The moment generating functions for the state machine SPN which models the 
construction systems represent the availability of the cells (subsystems) which form 
the SPN. 

4   Perturbation Parameters Modeled with SPN’s  

Following the approach given in [5], we suppose that the distributions of firing times 
depend on a parameter Ө. Parameters defined in section 2 are, in the above assumption, 
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functions of Ө. In perturbation analysis the following results hold [6], where 
performance measures under consideration are of the form g(M1, t1, τ1, …,Mn,tn,τn) and 
a shorthand notation g(Ө) is used: 

a) For each Ө, g(Ө) is a.s. continuously differentiable at Ө and the infinitesimal 
perturbation indicator is: 

                          
( )

dθ
dτ

τ
g

dθ
θdg i

n

1i i

⋅
∂
∂=∑

=
.                                            (4) 

b) If d ∈ [g(Ө)]/dӨ exists, the following perturbation estimator is unbiased: 
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       yk = min {rk(t) : ∀t ∈ T(Mk) – {tk+1}}                       (7) 
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Lk(t) is the age of time transition t at Sk; Gk = gpp,k - gDNP,k. The sample path (M1(Ө), 
t1(Ө), τ1(Ө), …,Mn(Ө), tn(Ө), τn(Ө)) is the nominal path denoted by NP. The gDNP,k is the 
performance measure of the kth degenerated nominal path, denoted by DNPk. It is 
identical to NP except for the sojourn time of the (k+1)th stable marking in DNPk. gpp,k is 
the performance measure of a so-called kth perturbed path, denoted by PPk. It is identical 
to DNPk up to time sk. At this instant the order of transition tk and tk+1 is reversed, i.e., 
the firing of tk+1 completes just before that of tk in PPk. We notice that by definition, 
DNPk and PPk are identical up to sk. At sk, the events tk and tk+1 occur almost 
simultaneously, but tk occurs first in DNP and tk+1 occurs first in PPk. The commuting 
condition given in [6] guarantees that the two samples paths became identical after the 
firing of both tk and tk+1. Our goal is to introduce a correction mechanism in the structure 
of the SPN so that the transition tk and tk+1 fire in the desired order, and the routing 
mechanism given in relation (1) is re-established. We will exemplify this approach on an 
example, and we will correlate the theoretical assumption with some practical 
mechanisms in order to verify the approach.  

5   Application to a Queuing Network   

In Fig.1, we represented a workflow queuing network. The servers are s1, s2, and for any 
of them, if the downstream buffer is full, the customer is blocked until the downstream 
buffer has one hole. For simplicity of the Petri net model, we consider the perturbation 
analysis of only one way in the workflow [10].  In the corresponding SPN of the system 
in Fig.2, the transitions t1 and t4 model the arrivals (see Fig.3). Transitions t3,t6,t7,t9 are 
used to model the materials departure between constructors. 
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Fig. 2. A data queuing network with finite line capacity 
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Fig. 3. The SPN model of the queuing network given in Fig.2 

The transitions t2,t5,t8 model the service periods in the network. The holding times of 
the transitions t2,t5,t8 in the SPN are identical to the service times of computers in the 
workflow. The information transmitted to p11 by firing t7 is determined by u’ (routing 
indicator defined in section 2, see relation (1)) when t2 fires first and it is determined by 
u” when t5 fires first. Since u’ and u” are independent random variables, the commuting 
condition given in [6] does not hold (i.e., ∅(∅(M,t2,u’),t5,u”) can be different from 
∅(∅(M,t5,u”),t2,u’). In order to make true the commuting condition we added in Fig.2 
the locations p7, p8, p9, p10, and p13 and corresponding arcs ensure a Kanban mechanism 
in the SPN, in order to achieve the desired order in firing transitions t3 and t6, and, for 
p13, a delay in materials transmission to the output. Locations p7 and p8  ensure the 
priorities in servicing of the materials flow arrivals (the arrival of the external raw 
materials).   

For the average delay of demands ( ( )∑
=

τ⋅=
n
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ii pM

n

4
g ) the perturbation estimator 

given in (4) is unbiased. 
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Where L(Mi) = Mi(p1) + Mi(p2) + Mi(p3) + Mi(p4) + Mi(p5) + Mi(p6) + Mi(p8).  
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The perturbation estimator is equal to:  

       ( )∑
=

− ⋅
n

1i

i
1i θd

τd
ML

n

4
                                         (11) 

Assuming that firing times are exponentially distributed with mean equal to: Ө for 
t1, t2, t4, and t6; 1 for t3; 0,86 for t5; 0,75 for t8, 0,9 fot t9, we consider the average 
customer delay (Ө). The mean value of the gradient evaluated at Ө = 1.22 and at Ө = 
1.24 is close to the central finite difference: (E[g(1.24) – E[g(1.20)]) / 0,04 = -10.27. 
This result is acceptable, and we notice that additional values can be obtained by 
modifying the net structure as discussed before, and as it is drawn in Fig.3, by 
modifying the marking in the places p7 and p8. We notice that we can simplify the 
structure of the SPN in Fig.3 using the approach presented in chapter 3 (see Fig.1). 
This approach is useful when we deal with complex Petri nets, and we want to 
simplify these structures by reducing them to finite state machine, in order to analyze 
them properly. For the Petri net in Fig.3, we may have the following equivalent 
schemes, and correspondingly, the equivalent transfer functions. We notice that 
depending to the specificity of each modeling process, or to the operator skills the 
reduction procedure can be stoped at a desired level of simplicity. 

6   A Flexible Manufacturing System 

6.1   The System Description  

The manufacturing system considered in this paper consists of two cells linked 
together by a material system composed of two buffers A and B and a conveyor. Each 
cell consists of a machine to handle within cell part movement. Pieces enter the 
system at the load/unload station, where they are released from those two buffers, A 
and B, and then are sorted in cells (pieces of type “a“ in one cell, and pieces of type 
“b” in the other cell). We notice that in the buffer A are pieces of types “a”, “b”, and 
others, where the number of pieces “a” is greater than the number of pieces “b”. In the 
buffer B there are pieces of types “a”, “b”, and others, where the number of pieces “b” 
is greater than the number of pieces “a”. The conveyor moves pieces between the 
load/unload station ad the various cells. The sorted piece leaves the system, and an  
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Fig. 4. (continued) 
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unsorted piece enters in the system, respectively in one of those two buffers A or B. 
The conveyor along with the central storage incorporates a sufficiently large buffer 
space, so that it can be thought of as possessing infinite storage capacity. Thus, if a 
piece routed to a particular cell finds that the cell is full, it is refused entry and is 
routed back to the centralized storage area. If a piece routed by conveyor is of a 
different type of the required types to be sorted, respectively “a”, and “b”, then that 
piece is rejected out of the system. We notice that once a piece is blocked from entry 
in a cell, the conveyor does not stop service; instead it proceed with its operation on 
the other pieces waiting for transport. At the system level, we assume that the cells are 
functionally equivalent, so that each cell can provide the necessary processing for a 
piece. Hence, one cell is sufficient to maintain production (at a reduced throughput). 
We say that the manufacturing system is available (or, operational) if the conveyor 
and at least one of the cells are available. A cell is available if its machine is available. 
Over a specified period of operation, owing to the randomly occurring subsystem 
failures and subsequent repairs, the cellular construction system (CCS) will function 
in different configurations and exhibit varying levels of performance over the random 
residence times in these configurations. The logical model of our manufacturing 
system is showed in Fig.5. 

Pieces              
rejected 

Load 
station and 
conveyor 

Cell 1 

Cell 2 

 

Fig. 5. Logical model for a manufacturing system 

6.2   A Markov Model for Evaluating the Availability of the System 

For the flexible manufacturing system depicted in Fig.1, we assume that the machines 
are failure-prone, while the load/unload station and the conveyor are extremely 
reliable. Assuming the failure times and the repair times to be exponentially 
distributed, we can formulate the state process as a continuous time Markov chain 
(CTMC). The state process is given by {X(u), u ≥ 0} with state space S = {(ij), i∈ 
{0,1,2}, j ∈ {0,1}}, where i denotes the number of machine working, and j denotes 
the status of the material handling system (load station and conveyor): up (1), and 
down (0). We consider the state independent (or, time dependent) failure case and the 
operation dependent failure case separately. 

Time dependent failures: In this case, the component fails irrespective of whether the 
system is operational or not. All failure states are recoverable. Let ra and rm denote the 
repair rates of the material handling system, and a machine respectively. The state  
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Fig. 6. State process of a CCS with time-dependent failures, (a) State process for a state-
independent failure model, (b) Decomposed failure/repair process 

process is shown in Fig.6.a.  Because the failure/repair behavior of the system 
components are independent, the state process can be decomposed into two CTMC's 
as shown in Fig.6.b. Analytically, the state process is expressed by relations: S0 = 
{(21), (11)} and SF = {(20),(10), (00)}. For each failure state in Sf no production is 
possible since the Material Handling System (MHS) or both the machines are down. 

In Fig.6.b the failure/repair behaviour of each resource type (machines or MHS) is 
described by a unique Markov chain. Thus, the transient state probabilities, pij(t) can 
be obtained from relation: 

   pij(t) = pi(t)pj(t)                 (12) 

Where pi(t) is the probability that i machines are working at time t for i = 0,1,2. The 
probability pi(t) is obtained by solving (separately) the failure/repair model of the 
machines. Pj(t) is the probability that j MHS (load/unload station and conveyor) are 
working at instant t , for j = 0,1.  Let fa and fm denote the failure rates of the MHS and 
of a machine respectively. 

Operation-dependent failures: Assume that when the system is functional, the 
resources are all fully utilized. Since failures occur only when the system is 
operational, the state space is: S = {(21), (11), (20), (10), (01)}, with S0 = {(21), 
(11)}, Sf = {(20), (10), (01)}. The Markov chain model is shown in Fig.7. Transitions 
representing failure will be allowed only when the resource is busy. Transitions rates 
can however be computed as the product of the failure rates and percentage utilization 
of the resource, and Tk

ij represents the average utilization of the kth resource in the 
state (ij). 
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Fig. 7. State process of a CCS with state-dependent failures 

6.3   Numerical Study 

For the CCS presented in this paper, in the table 1 are given the failure/repair data of 
the system components We notice that Tk

ij = 1 since the utilization in each operational 
state is 100% for all  i, j, k, i = {0,1,2}, j = {0,1}, k = 4. The other notations used in 
table 1 are: f is the exponential failure rate of resources, r is the exponential repair rate 
of resources, Np is the required minimum number of operational machines in cell p, p 
= {1,2}, and np is the total number of machines in cell p. 

Table 1. Data for the numerical study 

 r f Np np Tk
ij 

Machines 1 0,05 1 2 1 
MHS 0,2 0,001 1 1 1  

From Fig.6 and Fig.7 we calculate the corresponding infinitesimal generators and 
after that, the probability vector of CTMC. With (11) we calculate the availability of 
CCS. The computational results are summarized in Table 2 for the state process given 
in Fig.6 (CCS with time-dependent failures), and respectively in Table 3 for the state 
process given in Fig.7 (CCS with state-dependent failures). We consider the system 
operation over an interval of 24 hours (three consecutive shifts). 

Table 2. Computational results for the CCS in Fig.6 

Time hour Machines MHS System Availability 
0 1.0000 1.0000 1.0000 
1 0.9800 0.9548 0.9217 
4 0.9470 0.8645 0.7789 
8 0.9335 0.8061 0.7025 

12 0.9330 0.7810 0.6758 
16 0.9331 0.7701 0.6655 
20 0.9330 0.7654 0.6623 
24 0.9328 0.7648 0.6617 
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Table 3. Computational results for the CCS in Fig.7 

Time hour Machines MHS System Availability 
0 1.0000 1.0000 1.0000 
1 0.9780 0.9528 0.9201 
4 0.9450 0.8628 0.7762 
8 0.9315 0.8039 0.7008 

12 0.9310 0.7798 0.6739 
16 0.9320 0.7688 0.6632 
20 0.9318 0.7639 0.6598 
24 0.9320 0.7636 0.6583 
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Fig. 8. Availability analysis of the CCS 

The results of the availability analysis of the construction system are illustrated in 
Fig.6, which depicts the availability of the system as a function of the time.  The 
numbers x = 1, 2 indicate the system in Fig.5, respectively Fig.7.  One can see from 
Fig.8 that the layout with CCS with time-dependent failures is superior to that with 
CCS with state-dependent failure. 

7   Conclusion 

In this paper we analysed the control charts estimators in discrete event systems 
modelled with stochastic Petri nets (SPN`s). The approach presented in this paper (e.g. 
Stochastic Artificial Social Systems) can be used to analyze SPN`s that model complex 
dynamic system interactions. Unbiased gradient estimators proposed in [4], [6] were 
used for the sensitivity analysis of the GSMP representation and some practical 
solutions for attenuating the perturbations influences were indicated. The proposed 
procedure was imagined for a data network perturbation analysis. We estimate that this 
methodology can be applied to modelling and analysis of manufacturing systems, job 
scheduling in a chain management system, such as flexible manufacturing systems. 
Future research will focus on differential and fluid Petri nets in order to estimate 
throughput of complex systems. 
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An analytical technique for the availability evaluation of the flexible manufacturing 
systems was presented. The novelty of the approach is that the construction of large 
Markov chains is not required. Using a structural decomposition, the construction 
system is divided into cells. We can simplify the structure of the SPN using the 
approach presented in chapter 3 (see Fig.1). This approach is useful when we deal with 
complex Petri nets, and we need to simplify these structures (e.g. graphs) in order to 
analyze them properly. For each cell a Markov model was derived and the probability 
was determined of at least Ni working machines in cell i, for i = 1,2,..,n and j working 
material handling system (MHS) at time t, where Ni and j satisfy the system production 
capacity requirements. The model presented in this paper can be extended to include 
other components, e.g., tools, control systems. The results reported here can form the 
basis of several enhancements, such as conducting performance studies of complex 
systems with multiple part types.  
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Abstract. Sequence labeling problem is commonly encountered in many natural
language and query processing tasks. SV Mstruct is a supervised learning algo-
rithm that provides a flexible and effective way to solve this problem. However,
a large amount of training examples is often required to train SV Mstruct, which
can be costly for many applications that generate long and complex sequence
data. This paper proposes an active learning technique to select the most infor-
mative subset of unlabeled sequences for annotation by choosing sequences that
have largest uncertainty in their prediction. A unique aspect of active learning for
sequence labeling is that it should take into consideration the effort spent on la-
beling sequences, which depends on the sequence length. A new active learning
technique is proposed to use dynamic programming to identify the best subset of
sequences to be annotated, taking into account both the uncertainty and labeling
effort. Experiment results show that our SV Mstruct active learning technique
can significantly reduce the number of sequences to be labeled while outperform-
ing other existing techniques.

Keywords: Active Learning, Struct Support Vector Machine, Uncertainty, Se-
quence Labeling, Natural Language Processing, Subphrase Generation.

1 Introduction

Sequence labeling is the task of mapping an ordered list of inputs to a sequence of output
tags. It has many practical applications in natural language processing such as named
entity recognition, part-of-speech tagging, shallow parsing, and text chunking. Another
potential application, which is investigated in this study, is the subphrase generation
problem. The goal of subphrase generation in query processing is to find subphrases in
a query that maximally preserve the user’s intent. Unlike the classification of record-
based data, sequence labeling depends not only on the features extracted from the input
sequence but also on its previous output tags. Many algorithms have been proposed in
the literature to address this problem, including Conditional Random Field [8], Hidden
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Markov Model [12] and Maximum Entropy Markov Model [9]. More recently, a max-
imum margin method known as Struct Support Vector Machine (SV M struct) [19] was
proposed to solve this problem. SV M struct generalizes multi-class Support Vector Ma-
chine learning to complex data with features extracted from both inputs and outputs. An
empirical study in [11] has demonstrated that SV M struct outperforms other existing
methods in the sequence labeling task.

A known problem in supervised learning tasks such as sequence labeling is the diffi-
culty of acquiring labeled examples. The size of training data available is often limited
because labeling examples can be very expensive. Labeling a sequence is also more
challenging because the output tag depends on both the input and previous output tags.
As a result, the tags of a sequence must be determined as a whole, rather than individu-
ally for each input element. Active learning may help to address this problem by select-
ing a small subset of examples for labeling from the large pool of unlabeled sequences
available. By selecting the most informative examples, active learning can significantly
reduce the required size of training data while maintaining comparable level of perfor-
mance. However, the definition of “informative” varies for different algorithms and ap-
plications. One commonly used method is to select examples with largest uncertainties.
In this paper, we treat each sequence as a whole for labeling and propose two strategies
to measure the uncertainty of sequences under the SV M struct framework, refered as
simple uncertaincy (SU ) and most-possible-constraint-violation method (MPSV ).

Another challenge of active learning for sequences is that we must consider the effort
needed to annotate different sequences. Clearly, labeling a long sequence takes more
effort than labeling a short sequence. For example, in named entity recognition problem
there may be a large variation in the length of sentences from one to another, which will
make the effort required for labeling different sequences different. Besides, the effort
for labeling sequences from different domain knowledge may also be different. For
example, in subphrase generation problem, queries submitted by users coming from
different specialty such as biology, which will make the labeling difficult for labeler
with different background such as computer science. However, such kind of complexity
in sequence is hard to quantify, in this paper we only use sequence length as a measure
of effort. Furthermore, previous active learning system in sequence labeling assumes
the input to be the number of sequences we want to select. However, this may not be
suitable for the active learning in sequence labeling since the number of sequences did
not really reflect the effort we need to put on labeling because of the sequence length
problem. This paper defines the effort that can be spent in labeling sequence as the total
length of all selected sequences instead of the total number of of all selected sequences.
We propose a dynamic programming approach that can select the best combination of
sequences for labeling which maximize the total uncertainty while restricting the effort
that can be spent.

The rest of the paper is organized as follows. In Section 2, we introduce the
background of our work including the sequence labeling problem, active learning and
SV M struct algorithm for sequence labeling. In Section 2.2, we propose to use
SV M struct for sequence active learning. In Section 4, we present the problem of active
learning in labeling sequences with different length and propose to solve it by dynamic
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programming. Section 5 shows some experiment results and we made our conclusion
in Section 6.

2 Background

In this section, we will introduce some background on sequence labeling, active learn-
ing and Struct Support Vector Machine.

2.1 Sequence Labeling Problem

Sequence labeling is a common problem with many applications in many areas such
as named entity recognition [15], POS tagging [16], text chunking [16], etc. In our
work, we also investigate the problem of subphrase generation, as a sequence label-
ing problem. The left panel of Figure 1 shows an example of named entity recognition
problem, which labels text elements as predefined categories such as the names of per-
sons, organizations or locations. The right panel of Figure 1 shows another example of
subphrase generation problem. Label “0” means that the query word is dropped from
the original query and “1” means “keep”. As a result, the remaining part of the given
query “where can I buy DVD player online?” becomes “buy DVD player”. Definition 1
and Definition 2 give the formal definition of sequence and sequence labeling problem.

Definition 1. [Sequence]: A sequence x is an ordered list of elements x = (x1, x2,
..., xt).

Definition 2. [Sequence Labeling]: Given a sequence of inputs x, the sequence labeling
problem is trying to label it with a sequence of tags y = (y1, y2, ..., yt), where each tag
yi belongs to a tag set D with |D| tags.

One simple way to solve the sequence labeling problem is to use traditional classi-
fication algorithm such as SVM [2], which treats each element in the sequence as one
example. However, it requires the features extracted only depend on the inputs x, which
is not true in sequence labeling problem. The features extracted for sequence labeling
not only depends on the inputs x, but also depends on the outputs y. The feature vec-
tor for a sequence (x, y) is represented as a joint feature mapping vector φ(x, y). The
definition of φ depends on the nature of different applications. One example feature for
the subphrase matching problem would be “previous word is dropped → current word
is kept”, which represents the transition from previous tag “0‘ to current tag “1”.

Now assume that we have a training sequence set X = {x1, x2, ..., xn} with its
corresponding tag sequence set Y = {y2, y2, ..., yn}. We are interested in learning a

Joey,   an employee in    Yahoo ,    has been

[Person] []  []      []  [Organization] []   []

living in    California  for 10  years.

[]   []     [Location]  []   []  []

Query : where can I buy DVD player online?

0      0  0  1   1     1      0

Subphrase : buy DVD player

Fig. 1. Example of named entity recognition(left) and subphrase generation problem(right)
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mapping function f : X → Y . Instead of learning f directly, the strategy is to transform
the problem into learning a discrimination function F over the joint mapping of input
and output:

X × Y → R
Given a test sequence x, its prediction is achieved by maximizing F over the response
variable.The generalized form of the hypotheses f becomes:

f(x; w) = arg max
y∈Y

F (x, y; w) (1)

where w is the parameters to be learned. Using the joint feature vector φ(x, y), it can
be further formulated as:

f(x; w) = arg max
y∈Y

F (φ(x, y), w) (2)

Note that many existing methods for sequence labeling problem can be explained in the
above framework. For example, the function form F that are maximized in the above
prediction function represents the conditional probability P (y|x) in conditional ran-
dom filed [8], Hidden Markov Models [12] and Maximum Entropy Markov Models [9].
The detailed difference between these methods are illustrated in [11] and not discussed
in our paper. In this work we will mainly focus on SV M struct with prediction function:

f(x; w) = arg max
y∈Y

wT φ(x, y) (3)

SV M struct has been proved to outperform all the other methods according to a recent
empirical study in [11].

2.2 Active Learning in Sequence Labeling

Active learning is a process to actively select a subset of unlabeled data to query for
labeling. There are many different frameworks of active learning. Among those, stream
based active learning [4] selectively queries the examples from a stream for labels.
The advantage of stream based active learning methods is that it can make fast and
instant decision. However, stream based active learning only considers one example at
a time and fails to take the underlying distribution of the whole unlabeled data into
consideration. In our work, we are mostly concerned with pool based active learning
methods, which selects the best examples from the entire pool of unlabeled data. Pool
based active learning methods have been used to reduce the number of training data
required to obtain an certain level of performance [1] [15] or to improve the overall
performance [3].

The most challenging problem in active learning is to choose an appropriate mea-
sure as criteria for selecting the best examples from a pool of data. Many criteria have
been developed for this purpose. Divergence based methods such as query by commit-
tee method [4] select examples with the largest disagreement between different models
and aims to minimize the classification variance. Error-reduction-based active learning
attempts to select the examples with minimal expected error for querying to minimize
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classification error over the test data [13]. Another big family of active learning is un-
certainty based methods, which use model confidence as a criterion for selecting best
examples and thus differ for different models. For example, Jing et al. use entropy
based methods [7] to select unlabeled examples for the application of image retrieval.
[18] propose three margin based methods in Support Vector Machine to select exam-
ples for querying which reduce the version space as much as possible. The underlying
distribution of the unlabeled data is also investigated to choose the most representative
examples [10].

Active learning on simple data has been well studied, however, there is not much
work for more complex data set such as sequences. Active learning for sequence la-
beling is even more important because it is very expensive to label a long sequence.
One challenging problem in sequence active learning is that we must select the whole
sequence to query for labeling since the labeling of its elements depends on the con-
text information. Previous methods summarized above can only be used to select one
element in the sequence which can not be labeled without context information. [15]
proposes a multi-Criteria-based active learning for the problem of named entity recog-
nition using Support Vector Machine. However, they assume that the features depend
only on the input sequence and are independent of the output tag sequence. One work
that considers the input-output joint feature map is by [17], which utilizes conditional
random field as the underlying model for sequence active learning. To the best of our
knowledge, non work has been conducted using Struct Support Vector Machine, which
has shown its potential improvement over CRF and other sequence learning algorithm
such as HMMs [12] and Maximum Entropy [11]. Another common weakness of previ-
ous work on active learning for sequence labeling is that they did not take into account
the difference in labeling effort for sequences different length. Labeling long sequence
usually requires much more efforts than short sequence in terms of the time spent by the
labeler. In this paper, we propose some simple but effective measurement for sequence
active learning using Struct Support Vector Machine [19] as well as some dynamic
programming algorithm to solve the length difference problem.

In this section, we reviewed some previous work on active learning for simple data
and sequence data. In the next section, we will present previous work on SV MStruct

algorithm for structure prediction.

2.3 Struct Support Vector Machine for Sequence Labeling

The sequence labeling problem can be solved by multi-class Support Vector Machine
[20] by treating each tag sequence as a class. For a tag sequence y = (y1, y2, ..., yt)
with t elements and |D| possible tags for each element yi, i = 1, · · · , t, the possible
number of classes is |D|t. When the sequence length t is large, the huge number of
classes makes the multi-class Support Vector Machine infeasible. Given a set of training
sequences (X ,Y) = {(x1, y1), (x2, y2), ..., (xn, yn)}, Struct Support Vector Machine
solves this problem by exploring the underlying structure with Y . In Struct Support
Vector Machine, the margin of each training example (xi, yi) is defined as:

∀i : ri = wT φ(xi, yi)− max
y∈Y\yi

wT φ(xi, y) (4)
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By maximizing the min
i

ri and fixing the functional margin (mini ri ≥ 1), we find a

unique solution of w. Thus the hard margin of SV M struct learns the parameter vector
w in the training phase by solving the following optimization function:

min
w

1
2
‖w‖2

2 (5)

s. t ∀i, ∀y ∈ Y\yi :
wT φ(xi, yi)− max

y∈Y\yi

wT φ(xi, y) ≥ 1,

The nonlinear constraint in the above equation is equivalent to a set of linear constraints:

∀i, ∀y ∈ Y\yi : wT φ(xi, yi)−wT φ(xi, y) ≥ 1 (6)

which makes the objective function into the form:

min
w

1
2
‖w‖2

2 (7)

s. t ∀i, ∀y ∈ Y\yi :
wT φ(xi, yi)−wT φ(xi, y) ≥ 1

The above solution assumes the training set is separable. Similar to standard SVM, a
slack variable ξi is introduced for each sequence xi to allow errors. Another weakness
of the above solution is the assumption of zero-one classification loss, which is infea-
sible for sequence labeling problem where |Y| is large. To allow arbitrary loss function
Δ(yi, y), one way is to rescale the margin. By taking error relaxation and loss function
into consideration, the final optimization problem is formulated as:

min
w,ξ

1
2
‖w‖2

2 + C

n∑
i=1

ξi (8)

s. t ∀i, ∀y ∈ Y\yi :
wT φ(xi, yi)−wT φ(xi, y) ≥ Δ(yi, y)− ξi,

ξi ≥ 0

where Δ(yi, y) is the loss function which is calculated as the number of different tags
between yi and y in our paper. Since the number of constraints is n|Y|, which is large
for sequence labeling problem. SV M struct [19] solves this problem in polynomial time
by keeping a small working set of constraints and in each iteration adding the most
violated constraint as following:

max
y∈Y

Δ(yi, y)− (wT φ(xi, yi)−wT φ(xi, y)) (9)

After learning the parameter w, the tag sequence ŷ for a test sequence x is predicted by
solving the following argmax function using Viterbi search algorithm [5]:

ŷ = arg max
y∈Y

wT φ(x, y) (10)
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SV M struct is a flexible and effective solution for the sequence labeling problem and
has been proved empirically to outperform other sequence labeling algorithm such as
CRF [8], HMM [12] and Maximum Entropy [9]. In this paper, we will investigate the
usage of SV M struct in active learning setting.

3 Active Learning by SV MStruct

In the last section, we have introduced the background of SV MStruct for sequence
labeling problem and some previous work on sequence labeling and active learning. In
this section, we will propose to use SV MStruct for active learning. From the previous
work on active learning [7] [18], measurement of uncertainty has played an important
role in selecting the most valuable examples from a pool of unlabeled data. In the frame-
work of Support Vector Machine[18], three methods have been proposed to measure the
uncertainty of simple data, which are referred as simple margin, MaxMin margin and
ratio margin. Simple margin measures the uncertainty of an simple example x by its
distance to the hyperplane w calculated as:

|w • ϕ(x)| (11)

As illustrated in Figure 2, examples lying closer to the hyperplane are assigned with
larger uncertainty score. This is consistent with the intuition that examples close to
the hyperplane are classified with lower confidence. These examples are considered as
valuable examples since they have higher probability to be misclassified and thus more
informative to be selected for further training.

However, labeling an element in a sequence by itself is almost infeasible in most
sequence labeling applications because of the requirement for context information. In
most situations we have to consider a whole sequence as an unit for uncertainty measure-
ment and active selection. Given a pool of unlabeled sequences, U = {s1, s2, ..., sm},
the goal of active learning in sequence labeling is to select the most valuable sequences
from the pool. Similar to regular Support Vector Machine, a straightforward way to

Fig. 2. Simple margin method will select unlabeled data x1 for querying, which lies closest to the
hyperplane



352 H. Cheng et al.

measure the uncertainty of a sequence s is by its prediction score. The prediction score
wT φ(s, y) measures the certainty of labeling test sequence s using the tag sequence
y. The simple uncertainty for sequence s is then calculated in SV M struct as:

UC(s) = exp(−max
y∈Y

wT φ(s, y)) (12)

which is based on the negative value of the prediction score given by formula (10).
Note that the features in sequence labeling not only depend on the input sequence s,
but also depends on the output y. As a result, we must run Viterbi algorithm to get
the uncertainty score for each sequence in the pool of unlabeled sequences U . Finally,
the sequences with larger uncertainty are selected as valuable examples to add to the
training set for further learning. We refer this method as simple uncertainty(SU) in this
paper.

One drawback of the simple prediction score is its ignorance of the underlying score
distribution among different classes and only use the maximum score as a measure of
certainty. Here we propose another method which defines the uncertainty of a sequence
x as:

UC(s) = exp(− max
y1,y2∈Y
y1 
=y2

(wT φ(s, y1) − wT φ(s, y2))) (13)

which can be further formulated as:

UC(s) = exp(min
y∈Y

wT φ(s, y) − max
y∈Y

wT φ(s, y))) (14)

We measure the uncertainty of an sequence s as the difference between the minimum
prediction score and the maximum prediction score, which is actually the most possible
violated constraint for a sequence s that can be added into the optimization problem.
We refer this method as the most-possible-constraint-violation method (MPSV) in this
paper.

The two methods SU and MPSV proposed here are used to calculate the uncertainty
for each test sequence s. The test sequences with maximum uncertainty score are se-
lected as the most informative sequences. These sequences are submitted to the labeler
to query for labeling and further added into the training set. The detailed algorithm is
presented in Figure 3. However, here we treat each sequence the same disregard with
their length. Since labeling sequences with different length requires different effort, we
will propose a dynamic programming algorithm to solve it in the next section.

4 Active Learning for Sequence Labeling with Different Length

In previous sections, we have introduced some strategies to select the most valuable se-
quences from a pool of unlabeled sequences for querying in SV M struct based on the
measurement of uncertainty for a sequence. Long sequences tend to have larger value
in terms of prediction score as in formula (10) and thus smaller score as in formula (12)
than short sequences. One simple way to solve this problem of comparing sequences
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with different length is by normalization. However, we still did not consider the dif-
ferent effort needed in labeling sequences with different length. Actually, some other
factors should also be concerned in measuring labeling effort such as context knowl-
edge difficulty. However, we ignore those factors due to the difficulty in quantitizing
context knowledge. For example, given two queries “hotel in LA” and “car loan for peo-
ple who have filed bankruptcy” in subphrase generation problem, the second query with
length of 8 takes longer time for the labeler to label than the first query with length of
only 3. This problem is even more severe in named entity recognition problem since
there is huge difference in the length of sentences. Furthermore, existing sequence ac-
tive learning [15] framework usually selects a predefined number of sequences, which is
not appropriate since the efforts to be spent in labeling is restricted by the total length of
selected sequences. To address these problems, we make the following two assumptions:

– The effort for a labeler that can be spent for labeling a set of sequences is defined
as the total number of elements in the sequence set instead of the total number of
sequences.

– The effort needed to label a sequence s is related and only related to the length of
the sequence.

The first assumption changes the output for the previous sequence active learning
system and is able to measure the effort in labeling effectively. The second assump-
tion gives a simple definition to measure the efforts needed in labeling sequences with
different length. These two assumptions brings out another concern about the choice
between one longer sequence and several shorter sequences.

Here we formulate the problem as follows. Given a pool of unlabeled sequences
U = {s1, s2, ..., sm} with uncertainty score F = {f1, f2, ..., fm}, we define the
effort needed for corresponding sequences as:

L = {l1, l2, ..., lm}
where li = |si|, i = 1, 2, · · · , m. We also define the effort that can be spent in labeling
sequences by the labeler as L. The goal is to utilize as much effort that can be spent as
possible while maximizing the total uncertainty, which leads to the following objective
function:

max(
m∑

i=1

eif i) (15)

s.t.

m∑
i=1

eili ≤ L

where E = {e1, e2, ..., em} is the indication vector with:

ei =
{

0 sequence i is not selected.
1 sequence i is selected.

(16)

This is a NP-hard problem[6], which is approximately solved by dynamic programming
algorithm in this paper. We define K(i, j) as the maximum total uncertainty that can
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SV Mstruct Active Learning Algorithm for Sequences with Different Length:
Input: A small set of training sequences (X ,Y) = {(x1, y1), (x2, y2), ..., (xn, , yn)}, a
large pool of unlabeled sequences U = {s1, s2, ..., sm} and a predefined number of words
that can be labeled L
Output: A vector E = {e1, e2, ..., em} with ei = 1 indicating the selection of sequence i.
Method:
1. Learn the parameter vector w by the standard SV Mstruct algorithm with training data
(X ,Y).
2. Calculate the uncertainty scores F = {f 1, f 2, ..., fm} for each sequence in the pool of
unlabeled sequences U by E = {e1, e2, ..., em} Viterbi Search according to:

1f i = exp(−max
y∈Y

wT φ(si, y))

2f i = exp(min
y∈Y

wT φ(si, y)−max
y∈Y

wT φ(si, y)))

3. Solve formula (16) by dynamic programing to learn the indication vector E =
{e1, e2, ..., em} and send sequence si to query for labeling if ei = 1.

Fig. 3. The Active Learning Algorithm for Sequences with Different Length

be achieved with total number of elements less than or equal to j using sequences up
to i. The recursive function is defined as:

K(0, j) = 0
K(i, 0) = 0
K(i, j) = K(i− 1, j), if li > j

K(i, j) = max(K(i− 1, j), f i + K(i− 1, j − li)), if li ≤ j (17)

K(m, L) is final uncertainty we get for m input sequences and desired effort L. This
algorithm is a generalized algorithm that can be applied into any sequence active learn-
ing framework with different algorithms or different definitions of uncertainty scores.
In this paper, we apply this algorithm into the SV M struct active learning framework,
which is described in Figure 3.

In this section, we give a clear definition about the effort needed to label a sequence.
We also redefine the effort that can be spent for labeling as the total number of elements
instead of the number of sequences. Our sequence active learning algorithm utilizes the
SV M struct framework and takes the effort needed in sequence labeling into account
to select a subset of sequences with maximum uncertainty from a pool of unlabeled se-
quences. In the next section, we will conduct some experiments to evaluate our methods.

5 Experimental Result

In this section, we will conduct some experiments on real data sets to prove the effec-
tiveness of our active learning algorithm.
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5.1 Experiment Setup

We applied our algorithm to three data sets in our experiment. The first two data sets
come from named entity recognition shared task of CoNLL-2002[14]. One is Spanish
data (ESP), which is a collection of news wire articles made available by the Spanish
EFE News Agency. Another is Dutch data NED, which consist of four editions of the
Belgian newspaper ”De Morgen” of 2000. The task is to label each word in the sentence
using some predefined entity tags such as person names (PER), organizations (ORG),
locations (LOC) and miscellaneous names (MISC) with a B ahead of them denoting the
first item of a phrase and an I any non-initial word. The third data we are using is col-
lected from the query subphrase matching project (QSPM) of Yahoo Sponsor Search.
Given a query by a typical search engine user, the goal is to generate subphrases that
preserve the user intent as well as match the bidded terms submitted by advertisers.
There are two tags: “KEEP”(”1”) and “DROP”(”0”) for each position.

For each position in the sequence, we extract its context features such as ”current
word is”, ”previous word is”, ”next word is” and so on. We also used tag transition
features such as “previous tag to current tag”. Some word features such as prefix and
suffix are also used based on the language of the data such as ”th” for English data. We
did not employ any feature selection methods in our experiments. For the DER data,
the Part-Of-Speech tags are also utilized as grammatical features. All our experiments
were conducted on a Linux server with 7.2GHz CPU and 15GB RAM.

5.2 Overall Performance

In this experiment,we compare the most-possible-constraint-violationsmethod (MPSV)
and simple uncertainty(SU) method with the random method. To alleviate the length
problem in sequence active learning, we select a subset of sequences from the training
data, which has the same length. For each data set, we run four experiments, each on
a different length selected from the training data. For NED data, we select all the se-
quences with length 12,13,14 and 15 in each experiment. For ESP data, we select all
the sequences with length 42, 43, 44, 45 in each experiment. For the QSPM data, we
select all the sequences with length 3, 4, 5, 6. For the NED and MPSV data set, we se-
lect 400 sequences at each length. The first 10 are used for initial training. The pool of
the remaining 390 sequences is for active selection. Each time we select 15 sequences
and the result is reported as the average error rate of different length. For the QSPM
data, we select 1930 sequences at each length. The first 10 sequences are used for initial
training. The pool of the remaining 1920 sequences is for active selection. Each time
we select 60 sequences and the result is reported as the average error rate of different
length on the test set.

Figure 4 shows the results for the three methods in the three data sets ESP,NED and
QSPM. The x-axis denotes the number of unlabeled sequences selected to query for
labeling. The y-axis represents the average error rate, which is calculated in the word
level as follows:

Error Rate{Word Level} =
Total number of correctly tagged words

Total number of words
(18)
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Fig. 4. The average error for ESP data set by three active learning uncertainty measurements

We observe from the Figure 4 that both MPSV and SU methods outperform random
approach on all three data sets. Also MPSV performs better than SU, which means
that MPSV is a better way to measure uncertainty for SV M struct. Furthermore, the
gap between the MPSV and other two methods seems very large when the number of
selected sequences is small. It means that MPSV serves as a good criteria that only a
small number of sequences are needed to get good performance. In this experiment, all
the sequences are of the same length to compare three methods and we are aiming to
select a predefined number of sequences. In the next section, we conduct experiments
on sequences with efferent length utilizing the dynamic programming algorithm.

5.3 Selecting Sequences with Different Length

In the last section, we have compared two uncertainty measure (MPSV) and (SU) in
SV M struct with random method to select sequences with the same length. In this sec-
tion, we will conduct experiments on our new active learning system which takes the
effort in labeling into consideration. We select 400 sequences randomly from the origi-
nal data set for NED and ESP separately with different length. We select 1930 sequences
randomly from original QSPM data set with different length. Figure 5 shows the his-
tograms of length distribution for the three sample data sets. As we can see, the length of
sequences varies from 1 to 102 for ESP data set, from 1 to 58 for the NED data set and
from 2 to 9 for the QSPM data. The wide spread of the length distribution elaborates
our concern on different effort spent in labeling sequences with different length.

The input here is the percentage of words we want to select from the pool of se-
quences instead of the number of sequences. The percentage of words to be selected is
the effort that can be spent in labeling sequences by the labeler. The baseline here is
the previous active learning system, which ranks the sequences in the pool based on the
normalized uncertainty score and selects the sequences with highest scores. We com-
pare our dynamic active learning methods with previous active learning methods on the
three data sets. Since MPSV has shown its improvement over random method and SU
methods. We use MPSV as the uncertainty score measurement for our dynamic active
learning algorithm.
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Fig. 5. The length distribution for the three data sets: ESP (left), NED (middle) and QSPM (right)
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Fig. 6. The average error for the three data sets (EPS,NED,QSPM from left to right) by the
dynamic active learning system using MPSV-DY as uncertainty measurement and existing active
learning methods using MPSV and SU as uncertainty score

Figure 6 reports the error rate on the ESP, NED and QSPM data sets from left to right
comparing our new active learning system with previous active learning system. X-axis
is the percentage of words we want to select for labeling which is used to illustrate the
effort that can be spent in labeling. Y-axis represents the error rate after querying the
selected sequences for labeling and retrain the model with the new labeled sequences
added. The result on the esp data shows that our dynamic active learning algorithm
with MPSV-DY as underlying uncertainty score outperforms previous active learning
methods using MPSV and SU as uncertainty score significantly with lower average
error rate. It shows that our active learning system is able to select the most informative
subset of unlabeled sequences to query for labeling.

6 Conclusion and Future Work

In this paper, we have proposed two measurements of uncertainty in SV M struct for se-
lecting the most informative sequences to query from labeling from a pool of unlabeled
sequences. One is the most-possible-constraint-violation method (MPSV) and another
is simple uncertainty(SU) method. We compare our proposed methods with random
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selection on three real data set from named entity recognition task and subphrase gen-
eration task for queries. Our first experiment result on selecting sequences with same
length shows that the most-possible-constraint-violation method (MPSV) and simple
uncertainty(SU) outperform the random method significantly. Also MPSV outperforms
SU by considering the underlying class distribution. We also propose a new active learn-
ing for sequence labeling using dynamic programming to select the best combination
of sequences that maximizes the total uncertainty and restricts labeling effort, which is
defined as the total number of elements of the selected sequences. Experiment result
shows that it performs better than previous active learning system for sequence label-
ing. In the future, we will explore the possibility of considering representativeness of a
sequence in a pool and selecting a sequence with both high uncertainty and good rep-
resentativeness.
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Abstract. Indexing large time series databases is crucial for efficient
searching of time series queries. In the paper, we propose a novel index-
ing scheme RQI (Range Query based on Index) which includes three
filtering methods: first-k filtering, indexing lower bounding and upper
bounding as well as triangle inequality pruning. The basic idea is cal-
culating wavelet coefficient whose first k coefficients are used to form
a MBR (minimal bounding rectangle) based on haar wavelet transform
for each time series and then using point filtering method; At the same
time, lower bounding and upper bounding feature of each time series is
calculated, in advance, and stored into index structure. At last, triangle
inequality pruning method is used by calculating the distance between
time series beforehand. Then we introduce a novel lower bounding dis-
tance function SLBS (Symmetrical Lower Bounding based on Segment)
and a novel clustering algorithm CSA (Clustering based on Segment
Approximation) in order to further improve the search efficiency of point
filtering method by keeping a good clustering trait of index structure.
Extensive experiments over both synthetic and real datasets show that
our technologies provide perfect pruning power and could obtain an or-
der of magnitude performance improvement for time series queries over
traditional naive evaluation techniques.

Keywords: Time series, Clustering, Similarity search, Indexing.

1 Introduction

At present, there are more and more time series data owing to its wide application
in many domains, such as finance data analysis, Internet traffic analysis, sensor
network monitoring, moving object tracking and motion capture. How to get the
useful properties of time series data is an important problem. A wide used method
is similarity search in time series. Similarity search can be used as the tools of data
mining on time series; it also acts as a subroutine for time series mining (TDM)
tasks, for example association rules, clustering, classification and pattern detec-
tions. However, time series data is a typical high dimension and massive data. How
to develop efficient algorithms is the key of success in time series similarity search.

P. Perner (Ed.): ICDM 2008, LNAI 5077, pp. 360–373, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. The comparison of two method spending time. The dataset is from synthetic
control chart time series dataset which includes 600 time series. The result is the
summation of 50 runs owing to too little time to stat.

Generally, there are three kinds of technologies to improve the efficiency of similar-
ity search, which is lower bounding, time series transform and indexing, as well as
quickly efficient algorithms, and moreover, two technologies or three technologies
are combined into a scheme for similarity searching.

Indexing large time series databases is crucial for efficient searching of time
series queries. Liu et al. [8] proposed a tight lower bounding and upper bounding
distance function for L2-norms. It can be utilized to prune many dissimilar time
series and pick up similar time series such that we can save much computing
cost and I/O cost. However, their method is not efficient because they take a
direct scanning method for each time series. When time series database is very
large and mass, the method is less significant. They claims that their method
outperforms the traditional method using the first k coefficients of haar wavelet
transform [11]. However, our experiment shows that it is not true if the tradi-
tional method has a strong pruning capacity and Liu’s method doesn’t compute
two parameters: RT and ST [8], in advance. When fetching each time series from
database to deal with, we find that spending time of two methods is almost equal
as a result of too much I/O cost. When all time series are loaded into memory
in advance, Liu’s method is slow than first-k method (traditional method). Fig.
1 shows the experiment result of two methods.

Motivating to improve on the efficiency of Liu’s method, we implement Liu’s
algorithm in an R-tree index structure and combine point-filtering [10] method
and triangle inequality pruning method into index method. We make a lot of
experiments for our method. Our experiments show that our scheme is more
efficient than Liu’s method as a result of decreasing the number of post process-
ing time series dramatically. Specifically, in order to further improve the search
efficiency of point filtering method, we present a novel lower bounding distance
function SLBS. Based on SLBS, we present a novel clustering method, namely
clustering based on segment approximation (CSA). Building index based on CSA
provides a perfect clustering trait which can be made use of further improving
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the efficiency of point-filtering owing to the decrease of searching depth. To
summarize, the main contributions of this paper are listed as follows:

1. We propose a novel index scheme RQI which combines three filtering tech-
nologies: point-filtering method (or first-k), tight lower bounding and upper
bounding filtering based on index and triangle inequality pruning. Extensive
experiments show that our scheme is efficient relative to Liu’s algorithm and
first-k method.

2. We propose a new lower bounding distance function SLBS based on L2,
and then a novel clustering algorithm CSA are introduced based on SLBS. CSA
are utilized to optimize index structure which may provide a better searching
performance for point-filtering method.

3. We make a lot of experiments and prove that our index scheme and cluster-
ing algorithm CSA is effective and efficient. Our algorithms represent a perfect
pruning capacity and a quick response on similarity search of time series.

The rest of the paper is arranged as follows. Section 2 gives a brief review of
the related work. Section 3 demonstrates the background and gives the problem
definition. Section 4 is our proposed method. Section 5 evaluates the effectiveness
and efficiency of the proposed algorithm vs. Liu’s algorithm and traditional
algorithm. Finally, Section 6 concludes the paper.

2 Related Work

Since the pioneering work of Agrawal [1] and Faloutsos [2], there emerged many
fruit of research in similarity search of time series. In the beginning, many re-
searchers focused on new dimension reduction technologies and new similarity
measuring method for time series. The examples of former include DWT (Dis-
crete Wavelet Transform), SVD [6], PAA [11], and APCA [4]. However, these
methods have a high percent of false alarms and need a post-processing to guar-
antee no false dismissals. At the same time, several distance function are pro-
posed, for example L2-norm (Euclidean distance) [1], DTW and LCSS [9]. Not
like Lp-norm, it require that two time series keep the same length, DTW can
deal with two time series with different length. However, the time cost in DTW
and LCSS is very high.

In order to improve the efficiency of DWT, many researchers proposed lower
bounding distance measurement to decrease the number of post-processing time
series. These lower bounding distance measure function include LB Yi [12],
LB Kim [5], LB Keogh [3] and LB HUST [7] and so on. LB Yi [12] is the first
DTW lower bounding distance function which makes use of maximum and min-
imum feature. However, it only can keep a lower filtering efficiency. Afterward,
Kim et al. [5] proposed a more approximation lower bounding function, LB Kim
which had used the feature of the first element and the last element, in addition
to the maximum and minimum. However, LB Kim still can not provide a good
filtering capacity. In 2002, Keogh et al. [3] brought forward LB Keogh which is an
acknowledged best lower bounding function for DTW and it utilizes local feature
of time series and the global restriction for dynamic time warping path. However,
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Li et al. [7] found that LB Keogh is not a symmetrical boundary distance.
Therefore, they presented a symmetrical lower bounding LB HUST which can be
made use of clustering time series using DTW. However, all above-mentioned lower
bounding functions are aim atDTW. So, Liu et al. [8] put forth a tight lower bound-
ing and upper bounding distance function for L2 in 2006. However, Liu’s algorithm
can not acquire a high efficiency when there doesn’t exists index structure.

It is very important and necessary to index time series for lower bounding
distance measure function. However, there is not much work done in the field.
Keogh et al. utilizes LB PAA [3] and MBR (minimal bounding rectangle) to
index time series. Yi et al. [11] used segmented-mean feature to index time series
for arbitrary Lp-norms. However, we know that these methods didn’t provide a
perfect pruning effect. Haar wavelet transform has been used in many domains,
for example, time series similarity search [11]. To the best of our knowledge, this
is the first work that incorporates tight lower bounding and upper bounding
distance function and DWT as well as triangle inequality into index for similarity
search in time series database.

3 Problem Statement

3.1 Basic Concept

In the section, we first review some basic concept and useful tool on time series
similarity search, which is the main concern of our proposed algorithm.

Definition 1. Given a query time series Q(= {q1, q2, . . . , qn}), a data time se-
ries S(= {s1, s2, . . . , sn}) and a threshold ε, if their Euclidean distance satisfy
the following equation: D(Q, S) = (

∑n
i=1(qi − ri)2)1/2 ≤ ε, we say that S is

similar with Q.

A shortcoming of above definition 1 is that it does not consider the effect of
vertical offset to similarity. In fact, vertical offset plays a very important effect
in similarity matching on time series. The following figure 2 shows its effect.
From Fig. 2, we can find that many candidates are filtered in the case of vertical
shift. Therefore, we used the following definition 2 as similarity model of time
series. It is more accord with human intuitive cognition to similarity of time
series.

Definition 2. Given a threshold ε, two time series Q(= {q1, q2, . . . , qn}) and
S(= {s1, s2, . . . , sn}) are said to be v-shift similar if D(S, Q) = (

∑n
i=1((si −

sA)− (qi − qA))2)1
2 ≤ ε, where sA = 1

n

∑n
i=1 si, qA = 1

n

∑n
i=1 qi.

Haar wavelet transform is important tools of time series similarity search. As it
allow a good approximation with a subset of the first several haar coefficients and
it can be computed quickly and easily. The algorithm of haar wavelet transform
can find in [11]. In our paper, our similarity matching algorithm is based on haar
wavelet transform.
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Fig. 2. Candidate proportion comparison using Synthetic Control dataset: vertical shift
vs. no vertical shift

3.2 Motivation of the Research

In the section, we explain the motivation of our approach: in particular, why
Liu’s algorithm is not high efficient and how we improve its efficiency.

In paper [8], Liu et al. introduced a tight lower bounding and upper bounding
equation which can be made use of filtering dissimilar time series and picking up
most similar time series before post-processing. The main idea of their method
embodies the following theorem 1.

Theorem 1. [8] T (t1, t2, . . . , tn) and R(r1, r2, . . . , rn) are the haar wavelet trans-
form of v-shift time series S and Q, there is

∑k
i=1(ti−ri)2+(TG−RG)2 ≤||S−Q||≤∑k

i=1(ti − ri)2 + (TG + RG)2 where T 2
G =

∑n
i=k+1 t2i , R2

G =
∑n

i=k+1 r2
i .

Liu et al. uses the left inequality of theorem 1 to prune the dissimilarity se-
quences and the right inequality to pick up similarity sequence. However, tradi-
tional method makes use of the first k haar coefficients of sequence to prune the
dissimilar sequence, which is the inequality ε2 ≤ ∑k

i=1(ti − ri)2. In the rest of
the paper, we call the traditional method first-k filtering.

They claim that using their equation can afford a more quick response time
vs. first-k filtering. However, we find that it is not true when there doesn’t exist
index structure. On the one hand, TG is not a constant which needs n−k square
operations and n− k − 1 addition operations for each time series, although RG

only requires n−k square operations and n−k−1 addition operations once; On
the other hand, our experiments show first-k filtering provides a strong pruning
capacity. Therefore, Liu’s algorithm can not acquire more quickly response time
than first-k filtering, especially on large and mass time series data. However, if
we build an index structure, computing TG in advance, and store TG into index,
we can save the time of computing TG for each time series when comparing the
similarity of time series T and R.
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4 Our Proposed Method

4.1 Range Query Index Scheme

In the section, we will discuss how to build index structure and our proposed
novel indexing scheme based on tight bounding feature which includes three
filtering method: first-k filtering, indexing lower bounding and upper bounding
as well as triangle inequality pruning.

In our scheme, we use R-tree as our high-dimension index method and em-
ploy haar wavelet transform to convert v-shift time series into haar coefficients
sequence. In order to make use of first-k filtering, we take the first even haar
coefficients to form a MBR which contains the first k/2 points for each haar
data sequence (k is an even). Here, we keep odd coefficients of DWT as the first
dimension feature, and even coefficients of DWT as the second dimension feature
(f = 2). Therefore, each two neighbouring coefficients of haar DWT corresponds
to an f -point of feature space. In the way, a haar data sequence of Len(T ) is
mapped to a trail in feature space, consisting of Len(T )/2 points: one point
corresponding to two adjacent harr coefficients. For example, when k is 4, the
MBR corresponding to sequence will contain the first two points. An example
about k value, f -point, and MBR of haar sequences is show in table 1.

Table 1. k value, f -point, and MBR for haar sequences

haar sequence k f -point(f = 2) MBR(minf1,minf2,
maxf1,maxf2)

222.42,18.74,-5.40,17.23,. . . 4 (222.42, 18.74)1 ,(−5.40, 17.23)2 (-5.40,17.23,222.42,18.74)

222.70,9.92,-1.91,21.65, 6 (222.70, 9.92)1,(−1.91, 21.65)2 (-1,91,3.41,222.70,21.65)
0.90,3.41,. . . (0.90, 3.41)3

Figure 3(a) show the structure of a leaf node and a non-leaf node. Notice
that the non-leaf nodes do not need to carry information about sequence id,
pointsArray and TG. Here, pointsArray is a array variable which stores the first
k/2 f -points information in order. TG is the square summary of the last n − k
haar coefficients which are calculated in advance. Generally, a MBR contains
two f-points in our experiment (k = 4). On the one hand, we know that the
first four coefficients can prune many dissimilarity sequences; on the other hand,
MBR containing too much f -points will bring too false alarms [10]. Of course,
you can contain more f-points in a MBR. Fig. 3(b) illuminates the problem.
From the figure, we see that two f-points of query time series Q1 and Q2, that
is fq1 and fq2, are in ε-match with the MBR, so all sequences in MBR will be
the candidates of Q1 and Q2. However, in fact, they are not the candidates of
Q1 and only two corresponding sequences of fp6 and fp7 are the candidates of
Q2.

After building the index structure, we will introduce our range query algo-
rithm. It is straightforward and the detailed algorithm is as algorithm RQI
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Fig. 3. (a) Index node layout for the last two levels. (b) False alarms caused by storing
too many f -points

Algorithm. RQI(Range Query based on Index)

Input: Time series database: TSDB, Query time series:Q, Threshold: ε.
Output: CS-similarity sequence set
1. FOR each S ∈ TSDB DO

2. Transform S into v-shift sequence �S;

3. Transform �S into haar sequence T;
4. Insert MBRs and TG into index;
5. END
6. FastSearch(root, MBRq , ε);

(Range Query based on Index) which invokes FastSearch algorithm. It has a
straightforward recursive implementation. When searching locates in the internal
node, we use point-filter method which reflects at line 2. When searching arrives
at the leaf node, we get the first k coefficients from the array of pointsArray,
TG and RG by the pointer pointed to data tuples. Then, we prune the dissim-
ilarity sequences through line 5 and gain the similarity sequences through line
6. At last, we invoke a algorithm TriangleF iltering at line 7 to further prune
dissimilarity sequences and to guarantee no false dismissals.

Algorithm. FastSearch()

Input: root-the pointer of root node, MBRq-a query rectangle, ε-Threshold,
and k-the number of the foremost haar coefficients.
Output: CS-similarity sequence set
1. IF (root− > level > 0) /* internal node */
2. IF(root− > MBRs intersects query region)
3. FastSearch(root− > child, MBRq, varε);
4. ELSE { /* leaf node */

5. IF(ε2 ≤�k
i=1(ti − ri)

2 + (TG −RG)2) RETURN;

6. IF(
�k

i=1(ti − ri)
2 + (TG + RG)2 ≤ ε2){

CS ← TID; RETURN;}
7. TriangleFiltering(T , tArray, tMatrix, CS, Q, ε);
8. }

In the algorithm of TriangleFiltering, we make two premises when time series
database is very large. The first premise is that the matrix tMatrix is small
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enough to be contained in main memory. The second premise is that the size of
tArray is small enough. Now, we will consider the situation. In fact, it is not
needed to store each pair L2 distances into tMatrix for each pairwise data series.
Let MaxTriangle denote the maximum number of time series whose true L2 dis-
tances are kept for triangle inequality pruning and N is the number of time series
in the database. Hereafter, we call these time series the reference series. Then, we
can find that MaxTriangle is more less than N , namely MaxTriangle << N .
Thus, the size of the tMatrix is MaxTriangle ∗N . We use a dynamic strategy
to fill up the fixed-size tArray. At the beginning of running FastSearch, there
may not be enough reference series for the triangle inequality to be effective. As
the reference series are picked and kept, tArray will be gradually filled.

Algorithm. TriangleFiltering(S, tArray, tMatrix,CS, Q, ε)

Input: S-current time series, tArray-the array of time series with computed
true distance to Q, tmatrix-precomputed pairwise distance matrix,
CS-resultset, Q-query time series, ε-threshold
1. maxPruneDist = 0;
2. FOR each time series R ∈ tArray DO
3. IF((tArray[R].dist− tMatrix[R,S])¿maxPruneDist)
4. maxPruneDist = tArray[R].dist-tMatrix[R,S];
5. END
6. IF(maxPruneDist > ε)RETURN;/*pruning by triangle*/
7. ELSE {
8. realDist = L2(Q, S);/*compute true distance*/
9. insert S and realDist into tArray;
10. IF (realDist < ε) CS ←TID;
11.}

4.2 Combining Clustering Algorithm into Index Scheme

In order to further improve pruning capacity of first-k filtering in index, we
propose an improved strategy to optimize the index structure by clustering time
series in advance. We pick up a time series from a cluster until it is empty and
then pick up time series from another cluster when we build index structure. By
the means, index can gain a best cluster trait, that is, a node of index includes
time series more likely from the same cluster.

SLBS(Symmetrical Lower Bounding based on Segment). For a given
time series S = (s1, s2, . . . , sn), we divide up it into N equal segments. Then we
take their local maximum and minimum for each segment which consists of w el-
ements. The i-th approximate segment sA

i of S is defined as: sA
i = {sL

i , sU
i }, sL

i =
min{s(i−1)∗w+1, . . . , si∗w}, sU

i = max{s(i−1)∗w+1, . . . , si∗w} where sL
i and sU

i are
the minimum and maximum values within the subsequence from s(i−1)∗w+1 to
si∗w. An obvious yet important property of lower bounds and upper bounds of
sA

i is the following:

sL
i ≤ s(i−1)∗w+1 . . . ≤ si∗w ≤ sU

i , 1 ≤ i ≤ N. (1)
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Therefore, we approximate S by SA = {sA
1 , sA

2 , . . . , sA
N} where N denotes the

number of segments. We define the distance between sA
i and qA

i as D(sA
i , qA

i ), 0 ≤
i ≤ N . Then we will hold the following equation:

D(sA
i , qA

i ) =

⎧⎨⎩
(sL

i − qU
i )2 (sL

i > qU
i )

(qL
i − sU

i )2 (qL
i > sU

i )
0 (otherwise)

(2)

Based on (2), we can obtain a new Symmetrical Lower Bounding based on
Segment (SLBS) distance measure function as follows:

DSLBS(SA, QA) =

√√√√ N∑
i=1

w.D(sA
i , qA

i ) (3)

where w represents the length of each equal segment.

Theorem 2. For given the approximate segments of S and Q, SA and QA re-
spectively, the following inequality hold: DSLBS(SA, QA) ≤ DL2(S, Q).

Proof. Let us assume the following inequality is true:

w.D(sA
i , qA

i ) ≤
i∗w∑

j=(i−1)∗w+1

(sj − qj)2 (4)

We prove Theorem 2 by induction. Firstly, we consider the case : sL
i > qU

i

according to (1) and (2), we have qL
i ≤ q(i−1)∗w+1 . . . ≤ qi∗w ≤ qU

i < sL
i ≤

s(i−1)∗w+1 . . . ≤ si∗w ≤ sU
i , so inequality (4) is correct. For the case qL

i > sU
i ,

inequality (4) can be proved by a similar procedure. As the third case, it is
obvious. Since, inequality (4) is true, we have DSLBS(SA, QA) ≤ DL2(S, Q).

Clustering time series based on SLBS. In above section, we have defined
lower bounds and upper bounds of time series segment. Similarly, we can define
lower bounds and upper bounds of a cluster time series segment. More formally,
given a cluster CS = (S1, S2, . . . , Sk), the lower bounds of i-th segment of cluster
CS is as: CL

si = min(sL
i1, s

L
i2, . . . , s

L
ik) where sL

ik denotes the lower bounds of i-th
segment for k -th time series Sk, 1 ≤ i ≤ N , the upper bounds of i-th segment of
cluster CS is as : CU

si = max(sU
i1, s

U
i2, . . . , s

U
ik) where sU

ik denotes the lower bounds
of i-th segment for k -th time series Sk, 1 ≤ i ≤ N .

Similar to the D(sA
i , qA

i ) for time series segment, we define the distance be-
tween CsA

i
and CqA

i
as follows:

D(CsA
i
, CqA

i
) =

⎧⎨⎩
(CL

si − CU
qi)

2 (CL
si > CU

qi)
(CL

qi − CU
si)

2 (CL
qi > CU

si)
0 (otherwise)

(5)

where CsA
i

= {CL
si, C

U
si}, CsA

i
= {sA

i1, s
A
i2, . . . , s

A
ik} and CqA

i
= {qA

i1, q
A
i2, . . . , q

A
ik},

sA
ik and qA

ik denote the i-th approximate segment of k -th time series Sk and Qk
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in cluster CS and cluster CQ respectively. Thus, we have the symmetrical lower
bounding based on segment distance measure function between CS and CQ as
follows:

DSLBS(CS , CQ) =

√√√√ N∑
i=1

w.D(CsA
i
, CqA

i
) (6)

where w represents the length of each equal segment in cluster CS and CQ.

Theorem 3. For given the approximate segments of cluster CS and CQ, CSA

and CQA respectively, the following inequality hold: DSLBS(CSA , CQA)≤DSLBS

(SA, QA).

The proof is similar the proof of Theorem 2. Here we omit it for brevity. Having
defined (6), we are now ready to introduce a cluster algorithm for time series,
namely Clustering based on Segment Approximation (CSA) as follows. We com-

Algorithm. CSA

Input: TSDB -time series database, Dclu-threshold of inter-cluster distance,
K-maximal number of clusters
Output: Clusters = {C1, C2, . . . , Ck}
1. C1, C2, . . . , Ck ← Φ;
2. FOR S ∈ TSDB DO
3. CS ← {S}, minDist←MAXIMUM , min← 1;
4. FOR i = 1 TO K DO
5. dist← DSLB(CS, Ci);
6. IF (dist < Dclu)
7. Ci ← Ci ∪ CS,break;
8. END
9. IF (dist < minDist)
10. minDist← dist,min← i;
11. END
12. END
13. IF (i == K)
14. Clustermin ← Clustermin ∪ CS

15. END
16. END

bine CSA into the procedure of index creation. Then, we obtain the algorithm
RQIC (Range Query based on Index and Clustering). It is Identical to Algo-
rithm RQI except: Line 1 is replaced with FOR S ∈ Ci, i = 1 to K DO.

5 Experimental Evaluations

5.1 Experimental Setup

In the section, we report the empirical study on the effectiveness and efficiency of
our algorithm RQI and RQIC. Two type datasets are used in our experiments.
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The first type is Synthetic Control Chart Time Series Dataset (SC datasets)
from http://www.cs.ucr.edu/eamonn/TSDMA/index.html, which contains 600
time series, each time series has length of 60. We add 4 zero at the end of
each time series so that time series length is the power of 2. The second type
is real-world data: stock data from Dow Jones Industrials Index (DJI datasets)
which includes 19899 daily close from October 1 in 1928 to December 28 in 2007.
You can download from http://finance.yahoo.com/. We use a sliding window
to cut the long sequences and every time series’ length is 128 or 256. We use
the same method to create query time series. We conducted experiments on a
Pentium 3 PC with 512M memory. All results are averaged over 20 runs.

In all experiments, filter capacity and CPU time are used to measure the
efficiency of the algorithms. Filtering capacity is defined as filtering capacity =
the number of time series filtered/the number of time series in database. Note all
time series are firstly transformed v-shift time series and then transformed haar
wavelet sequences. For first-k filtering, the number of time series filtered only
refers to those that can be determined whether they are dissimilar to query time
series. For other algorithms, it includes the number of all time series excluded
the post-processing time series. We set the parameter of k to 4.

5.2 Efficiency Test on RQI

In the section, we report the efficiency our experiments using CPU time and
filtering capacity two parameters on SC and DJI datasets. The number of DJI
time series is 19771 and time series length is 128. CPU time is measured by
millisecond. In R-tree, the page size is 512 bytes. The number of reference series
is 50 and 200 for SC and DJI dataset respectively in triangle pruning.

The first test is on SC dataset and the results reflect in Fig. 5. From Figure 5(a),
we can observe that the performance of RQI is excelled Liu’s algorithm in CPU
time. Liu’s algorithm keeps less change owing to almost the same computing
cost and I/O time when using scan method. However, RQI can save much com-
puting cost through computing in advance and keeps the result in R-tree index.
CPU time increases gradually and arrives maximum when threshold is 58, then
it starts to decrease little by little. This is because that lower bounding filter-
ing capacity descends as the augment of threshold and upper bounding filtering
starts to take effect close to threshold 58. From Figure 5(b) we can find that RQI
keeps best performance in three methods in filtering capacity. Because RQI uses
three filtering methods which include first-k filtering, indexing lower bounding
and upper bounding as well as triangle pruning. The worse filtering capacity is
not less than 0.36 for our method. However, first-k filtering capacity is close to
zero when threshold arrives to 70. In fact, it is not significance when thresh-
old is greater than 70 because candidate proportion excels 70% which reflects
in figure 5(a).

The second test is on DJI dataset (length=128) and Fig. 6 and Fig. 4(b) show
the results. We can observe that the effectiveness and efficiency keeps better
on large dataset by figure 6(a) and figure 6(b). In fact, our algorithm can exert
better efficiency only on the large and mass datasets. Here, we intend to make an
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Fig. 6. Test on DJI dataset(length=128). (a) CPU time comparison: Liu’s algorithm
and RQI. (b) Filtering capacity comparison: first-k filtering, Liu’s algorithm and RQI.

explanation about the change of candidate proportion which reflects in Fig. 4(b),
owing to its correlation to the performance of the second experiment. Figure 4(b)
reflects the change of candidate proportion; we see that it keeps a steep rise from
threshold 3700 to 3800. Perhaps stock price conforms to the same movement law
a certain extent, we conceive. From figure 6(a), we observe that CPU time of
RQI is far less than the time of Liu’s algorithm and arrives at maximum between
thresholds 3700 and 3800 as a result of sudden increasing post processing time
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Fig. 7. Efficiency comparison of RQIC and RQI on DJI dataset (length=256) with
threshold from 5000 to 7000. (a) CPU time (b) Filtering capacity.

series. On filtering capacity, we observe a similar situation from figure 11. This is
derived from two factors. The first factor is that upper bounding filtering takes
effect after threshold 3700. The second factor is that many time series would be
similar between thresholds 3700 to 3800 based on the observation from figure
6(b). Even the worst situation, our algorithm still keeps better filtering capacity
than 40%.

5.3 Efficiency Test on RQIC

In the section, we report the efficiency of RQIC vs. RQI. Here we only use Dow
Jones industrial index dataset which includes 19643 time series and the length
of time series is 256. From figure 7(a), we can see that CPU time spending in
RQIC is less than RQI. The performance progress mainly is derived from point-
filtering efficiency which can be observed from figure 7(b). We can obvious find
that RQIC algorithm takes a higher point-filtering capacity than RQI through
figure 7(b). However, their total filtering capacity is both high and RQIC is little
better than RQI. As point-filtering mainly exerts effect between thresholds 5000
to 7000, so we omit other range. Here, RQI-point denotes the point-filtering
efficiency of RQI, and RQIC-point is similar.

6 Conclusions

In the paper, a novel index scheme RQI is proposed which takes three pruning
strategies, that is, first-k filtering which happens at internal node of index, index-
ing tight lower bounds and upper bounds as well as triangle inequality pruning.
RQI keeps a low cost and enables us to prune out most false alarms with no false
dismissals. We also introduce a new clustering algorithm CSA which is combined
into RQI to form the algorithm RQIC, in order to further improve the pruning
capacity of first-k filtering. Extensive experiments show RQI and RQIC offer an
efficient and scalable searching capacity over large time series data.
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Abstract. We propose a general approach for frequency based string
mining, which has many applications, e.g. in contrast data mining. Our
contribution is a novel algorithm based on a deferred data structure.
Despite its simplicity, our approach is up to 4 times faster and uses about
half the memory compared to the best-known algorithm of Fischer et al.
Applications in various string domains, e.g. natural language, DNA or
protein sequences, demonstrate the improvement of our algorithm.

1 Introduction

The storage of data in databases alone does not guarantee that all hidden in-
formation is readily available. A promising approach for knowledge discovery in
databases is to mine frequent patterns, reviewed in [1]. This general paradigm
can be applied in many application domains ranging from mining of customer
data to optimize marketing strategies [2], and language identification [3], to find-
ing protein fingerprints or binding motifs in biological sequences [4,5]. The latter
is important in Computational Biology, where a gene is regulated by proteins,
so-called transcription factors, that bind to its promoter sequence. A common
approach taken, is to contrast promoter sequences of genes that are believed to
be regulated by the same factor, with promoters of unrelated genes to detect the
transcription factor’s binding motif. The rationale behind it, is to find sequence
motifs that are representative (frequent) for one set of sequences and absent (in-
frequent) in another, often called discriminatory or contrast data mining [6,7].
Here the Frequency of a motif is defined as the number of distinct sequences in
a set that contain the motif at least once. In this paper we propose an approach
that can efficiently solve any frequency based string mining problem including
the problem introduced above.

1.1 Related Work

There have been several approaches in the context of mining substrings with fre-
quency constraints. Raedt and co-workers introduced the first O(n2) algorithm,

P. Perner (Ed.): ICDM 2008, LNAI 5077, pp. 374–388, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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for databases of size n, in 2002 based on the level-wise Apriori algorithm [8].
This algorithm is not suitable for large databases due to repeated scanning of
the whole database. Chan and others [9], as well as Lee et al. [10], suggested
indexing the database with a suffix tree. Still, suffix trees can be nicely replaced
by linear arrays [11], which was utilized by Fischer and colleagues [7] to devise a
more efficient algorithm than that of Raedt et al. and Lee et.al [8,10]. One year
later, an improvement to their previous algorithm, and the first optimal O(n)
time algorithm was presented by Fischer and the same co-authors [12]. It was
established as the fastest known algorithm for the problem, due to optimal time
frequency calculation for substring indices via range minimum queries [13].

1.2 Motivation

Fischer and colleagues achieved the optimality [12] at the expense of complicating
the algorithm and adding another Θ(n) space. In addition, both algorithms of
Fischer et al. need to sort the whole suffix array and build additional arrays
independent of the constraints of the problem. Hence, an interesting approach
is to improve upon the frequency calculation of the algorithms [7,8,9,10], while
retaining the problem-specific search space pruning. Indeed, we introduce an
approach which combines both. We take advantage of partially constructed suffix
trees, to design a problem-oriented algorithm like the one of Raedt et al. and
Chan et al. [8,9]. Additionally, we utilize a clever solution for the frequency
calculation, which comes as a by-product of the sorting procedure without any
additional space overhead. On top of that, our approach is surprisingly simple
and we show that it is always faster than the optimal algorithm of Fischer
and colleagues over a broad range of pattern domains and for different types of
frequency string mining problems.

2 Preliminaries

We consider strings over the finite ordered alphabet Σ and use the term pattern
synonymously. Σ∗ is the set of all possible strings over Σ. A string φ is a sequence
of letters φ[1] . . . φ[n], where each φ[i] ∈ Σ. φψ is the concatenation of two strings
φ and ψ. |φ| denotes the length of the string φ and φ[i..j] is a substring of φ
from position i to j. If ψ ∈ Σ∗ is a substring of φ, we write ψ � φ, and ψ ≺ φ
if ψ �= φ holds in addition. For a non-empty set of strings Φ ⊆ Σ∗, lcp(Φ) gives
the longest common prefix of all strings in Φ. If Φ contains exactly 1 string φ,
lcp(Φ) returns φ. A database D ⊆ Σ∗ has |D| many strings over Σ.
The frequency and the support of a string φ ∈ Σ∗ in D is defined as follows:

freq(φ,D) := | {d ∈ D | φ � d} |, supp(φ,D) :=
freq(φ,D)

|D| . (1)

For a set of databases D1, . . . ,Dm we define the frequency vector of φ:

freq(φ,D1, . . . ,Dm) :=
(
freq(φ,D1), . . . , freq(φ,Dm)

)
. (2)

For two vectors u, v ∈ N
m we define u ≤ v ⇔ ∀i=1,...,mui ≤ vi.
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Example 1. Suppose we are given two databases D1 = {abab, babb} and D2 =
{baab, aaab}, then freq(b,D1,D2) = (2, 2) and freq(ba,D1,D2) = (2, 1).

2.1 Predicates

A frequency predicate on a set of databases D1, . . . ,Dm is defined as a function
that for any frequency vector v ∈ N

m evaluates to either true or false and must
be false for the null vector. In general, our approach is applicable to the task of
finding patterns φ ∈ Σ∗ whose frequencies satisfy a predicate pred on a given
database set D1, . . . ,Dm:

Th(pred) = {φ ∈ Σ∗ | pred(freq(φ,D1, . . . ,Dm)) is true} . (3)

In the following, we will consider two specific examples of frequency string mining
problems:

Problem 1. Given m databases D1, . . .,Dm of strings over Σ and m pairs of fre-
quency thresholds (min1,max1), . . . , (minm,maxm), the Frequent Pattern Min-
ing Problem is to return all strings φ ∈ Σ∗ that satisfy mini ≤ freq(φ,Di) ≤
maxi, for all 1 ≤ i ≤ m.

This problem has been considered in a series of research papers [7,8,10]. The next
problem considers discriminatory strings for two databases D1,D2 ∈ Σ∗. D1 is
usually called positive (foreground) set, where D2 is the negative (background)
set. As a measure of difference the growth-rate from D2 to D1 for a string φ is
defined as

growthD2→D1
(φ) :=

⎧⎨⎩
supp(φ,D1)
supp(φ,D2)

, if supp(φ,D2) �= 0

∞ , otherwise
. (4)

Problem 2. Given a support condition ρs ( 1
|D1| ≤ ρs ≤ 1), and a minimum

growth rate ρg > 1, the Emerging Substring Mining Problem is to detect all
strings φ ∈ Σ∗ s.t. supp(φ,D1) ≥ ρs and growthD2→D1

(φ) ≥ ρg [9].

The minimum support rate ρs limits the solution space to representative strings
of database D1, where ρg is the discrimination threshold. Patterns which satisfy
the conditions of Problem 2 are called Emerging Substrings. If the growth rate
of the pattern is infinite it is called Jumping Emerging Substring, because it is a
major discriminator between the databases under investigation.

Example 2. We now apply this problem to databases D1 and D2 from Example 1
with ρs = 1 and ρg = 2 and want to find all strings φ ∈ Σ∗ with supp(φ,D1) ≥ 1
and growthD2→D1

(φ) ≥ 2. The corresponding frequency predicate pred for the
Emerging Substring Mining Problem is a function that maps the frequency vector
(d1, d2) = freq(φ,D1,D2) of a string φ ∈ Σ∗ to a truth value as follows:

pred(d1, d2) := (d1 ≥ ρs · |D1|) ∧ (d1 · |D2| ≥ ρg · d2 · |D1|)
= (d1 ≥ 2) ∧ (d1 ≥ 2d2) .

(5)



Efficient String Mining under Constraints Via the Deferred Frequency Index 377

The set of patterns whose frequencies satisfy pred is Th(pred) = {bab, ba}.
b for example is not an Emerging Substring, because supp(b,D1) = 1 but
growthD2→D1

(b) = 1 < ρg.

2.2 Monotonicity

We will now introduce the monotonic property of frequency predicates that
we use later to restrict the search space of our algorithm. Examples 3 and 4
show that the frequency predicates of Problem 1 and 2 contain a monotonic
subpredicate.

Definition 1. If for a frequency predicate pred : N
m → {true,false} holds that:

∀u,v∈Nm,u≤v

(
pred(u) ⇒ pred(v)

)
, (6)

then pred is called monotonic.

Proposition 1. For a monotonic1 frequency predicate pred on databases
D1, . . . ,Dm ⊆ Σ∗ it holds that:

∀φ,ψ∈Σ∗,φ�ψ :
(
pred(freq(ψ,D1, . . . ,Dm)) ⇒ pred(freq(φ,D1, . . . ,Dm))

)
. (7)

Proof. Each occurrence of ψ is also an occurrence of φ. Thus, freq(ψ,D1, . . . ,Dm)
≤ freq(φ,D1, . . . ,Dm) holds. !"
Example 3. As seen in Example 2 the frequency predicate for the Emerging
Substring Mining Problem is:

pred(d1, d2) = (d1 ≥ ρs · |D1|) ∧ (d1 · |D2| ≥ ρg · d2 · |D1|) . (8)

Generally, pred is not monotonic as shown in Example 2. Recall that ba is
emerging although b is not. However, if we consider only the left inequality:

predm(d1, d2) := (d1 ≥ ρs · |D1|) , (9)

predm is monotonic, as for all u, v ∈ N
2, u ≤ v holds u1 ≥ ρs·|D1| ⇒ v1 ≥ ρs·|D1|.

Obviously it holds that pred ⇒ predm.

Example 4. For the Frequent Pattern Mining Problem with

pred(d1, d2) = (min1 ≤ d1 ≤ max1) ∧ (min2 ≤ d2 ≤ max2) (10)

analogously
predm(d1, d2) := (min1 ≤ d1) ∧ (min2 ≤ d2) (11)

is monotonic and pred ⇒ predm holds.
1 Note that what we call monotonic is called anti-monotonic in [8,7], as they consider

pattern predicates instead of frequency predicates.
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Fig. 1. The resulting generalized suffix tree for database D1 = {abab, babb}. As men-
tioned in the text, to the end of every string from D1 a unique string marker $1 and
$2 for the first and second string is appended, respectively.

2.3 Suffix Trees and Suffix Arrays

In this section we will define the generalized suffix tree of a database D =
{φ1, . . . , φd}. To distinguish the suffixes of strings in D, we will use string mark-
ers $j at the end of each string φj . String markers are artificial symbols $j that
must not occur in any string of D and we implicitly assume $j ∈ Σ. We define
the artificial order $1 < $2 < . . . < $d < c for any c ∈ Σ \ {$1, . . . , $d}.

A generalized suffix tree for a database D over Σ is a rooted directed tree
with edge labels from Σ∗, s.t. every concatenation of symbols from the root to
a leaf node yields a suffix of φj$j for a string φj ∈ D. Each internal node has at
least two children, and no two edges out of the same node are allowed to have
edge-labels starting with the same character. By this definition, each node can
be mapped one-to-one to the concatenation of symbols from the root to itself.
The node of a concatenation string α will be denoted by ᾱ.

We will also need the concept of a generalized suffix array for a database D
over Σ. Therefore, all strings φj ∈ D are concatenated by their string markers
$j to form conceptually one string φ1$1φ2$2 . . . φd$d, the union string of D.
The generalized suffix array stores the starting positions of all lexicographically
ordered suffixes of the union string [14].

Generalized suffix trees, generalized suffix arrays, and the union string of
a set of databases D1, . . . ,Dm are defined analogously using string markers
$1, $2, . . . , $d̃ with d̃ =

∑m
i=1 |Di|. Figure 1 shows the generalized suffix tree

of the Example 1 database D1.

3 The Algorithm

This section introduces the Deferred Frequency Index (DFI) which is fundamen-
tally based on a generalized lazy suffix tree [15]. The DFI algorithm constructs
only the upper part of a generalized suffix tree in a top-down manner. To un-
derstand the DFI algorithm we will at first explain the idea of the write-only,
top-down construction algorithm, abbreviated as wotd -algorithm.



Efficient String Mining under Constraints Via the Deferred Frequency Index 379

3.1 The wotd-Algorithm

A lazy suffix tree is a suffix tree whose nodes are created on demand, i.e. when
they are visited the first time. For instances where only upper parts of the suffix
tree are required, using a lazy suffix tree can be more efficient than constructing
the whole suffix tree. Giegerich et al. introduced the first lazy suffix tree data
structure [16] that utilizes the wotd -algorithm [15,16] for the on-demand node
expansion.

The wotd -algorithm is a suffix tree construction algorithm that expands a
rooted directed tree starting with a tree consisting of only the root node step-
by-step to at most the entire suffix tree. We describe a variant of the wotd -
algorithm to create a generalized suffix tree. Suppose a given non-empty database
D = {φ1, . . . , φd} over Σ and a rooted directed tree T . Each node in T is either in
expanded or unexpanded state. In the beginning, T contains only the unexpanded
root node. Let R be a function that returns for any string α ∈ Σ∗ the set of
suffixes with string markers of strings in D so that:

R(α) := {αβ$j | αβ is a suffix of φj} . (12)

R(α) comprises all suffixes of strings inD that begin with the string α. In relation
to nodes ᾱ of the generalized suffix tree of D, R(α) contains the concatenated
edge labels of paths between the root node and leaf nodes below ᾱ. When an
unexpanded node ᾱ of the lazy suffix tree has to be expanded, R(α) can be used
to determine the subtree below ᾱ. The node expansion of ᾱ works as follows:
R(α) is divided into groups R(αc) of the same character c that follows α. Let
αcβ be the longest common prefix of R(αc). Out of ᾱ an edge will be created,
labeled with cβ leading to a node αcβ. If R(αc) is a singleton group, the leaf
node αcβ is marked as expanded. Otherwise, it is a branching node and marked
as unexpanded. After all groups were processed, ᾱ will be marked as expanded.

Algorithm 1 shows how the whole generalized suffix tree can be constructed
recursively starting with expandNode(root) on a tree T that contains only the
unexpanded root node. It can easily be modified to create only an upper part of
the suffix tree.

3.2 Monotonic Hull

We now show how to connect arbitrary frequency predicates with the wotd -
algorithm. To do so, we give a theoretical description of the minimal set of
nodes that need to expanded.

Definition 2. Given frequency predicates pred and predhull. predhull is called a
monotonic hull of pred, if it is monotonic and pred ⇒ predhull holds.

The most trivial monotonic hull of each frequency predicate pred is predhull ≡
true. If we take a look at the generalized suffix tree T of databases D1, . . . ,Dm,
we make the following observations:

Proposition 2. Let pred be an arbitrary frequency predicate and predm an arbi-
trary monotonic frequency predicate on D1, . . . ,Dm. For all pairs of fathers and
sons ᾱ and αβ in T it holds that:
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Algorithm 1. expandNode(ᾱ)

Input : unexpanded node ᾱ
Divide R(α) into subsets R(αc) of suffixes starting with character c after α1

foreach c ∈ Σ and R(αc) �= ∅ do2

αcβ ← lcp(R(αc))3

if |R(αc)| = 1 then // leaf node4

Create the expanded node αcβ below ᾱ5

else // branching node6

Create the unexpanded node αcβ below ᾱ7

expandNode(αcβ)8

Mark ᾱ as expanded9

1. If pred(freq(αβ,D1, . . . ,Dm)) is true then for each string χ with α ≺ χ � αβ
pred(freq(χ,D1, . . . ,Dm)) is true.

2. If predm(freq(αβ,D1, . . . ,Dm)) is true then predm(freq(α,D1, . . . , Dm)) is
true.

Proof. The frequency vectors of αβ and χ with α ≺ χ � αβ must be equal. If
not, there would be a branching node between ᾱ and αβ which contradicts the
assumption ᾱ would be the father of αβ. Hence 1. holds. 2. is a direct consequence
of Proposition 1 as α is a substring of αβ. !"
In consequence of Proposition 2, it satisfies to evaluate pred only on the nodes of
T to compute the set Th(pred). For every monotonic hull predhull of pred the set
of nodes, whose frequencies satisfies predhull, is a directed connected subgraph of
T , which if non-empty, contains the root node. Outside of this subgraph there
is no node fulfilling pred. Our algorithm exclusively traverses this subgraph to
compute the set Th(pred). Hence, we are interested in keeping the subgraph as
small as possible, leading to the next definition:

Definition 3. predhull is called the optimal monotonic hull of pred, if it is a
monotonic hull of pred, and for each monotonic hull pred’hull of pred, it holds
that predhull ⇒ pred’hull.

In other words, if predhull is optimal, the corresponding subgraph is minimal.

3.3 The Deferred Frequency Index

In the following we will show how the DFI can be built for any given frequency
predicate pred and a monotonic hull predhull.

Algorithm 2 starts with expandNodeWithConstraint(root, pred, predhull) on a
tree T with α as the unexpanded root node. First, divideAndCountFreq is called
for the current node ᾱ in line 1. Identically to algorithm 1, the set R(α) is divided
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Algorithm 2. expandNodeWithConstraint(ᾱ, pred, predhull)
Input : unexpanded node ᾱ
Freq = divideAndCountFreq(ᾱ)1

foreach c ∈ Σ and R(αc) �= ∅ do2

αcβ ← lcp(R(αc))3

if pred(Freq[c]) then4

Output strings χ with αc � χ � αcβ 4
5

if predhull(Freq[c]) then6

if |R(αc)| = 1 then // leaf node7

Create the expanded node αcβ below ᾱ8

else // branching node9

Create the unexpanded node αcβ below ᾱ10

expandNodeWithConstraint(αcβ, pred, predhull)11

Mark ᾱ as expanded12

into groups R(αc) of suffixes starting with the same character c ∈ Σ after their
prefix α. In addition, an array Freq, that stores in Freq[c] the frequency vector
freq(αc,D1, . . . ,Dm), is returned. In the next section we explain the implemen-
tation details of function divideAndCountFreq. The longest common prefix of
every non-empty group R(αc) is determined and assigned to αcβ in line 3. If the
predicate pred evaluated with the frequency vector Freq[c] is true, by Proposition
2 all strings χ with αc � χ � αcβ belong to Th(pred) and are output2. In line
6 predhull is evaluated on Freq[c]. Only if true is returned, the subtree below
the node αcβ may contain a node γ̄ with γ ∈ Th(pred) and will be expanded
recursively. If false is returned, the node αcβ is not created, as no further subtree
expansion is necessary.

Algorithm 2 is correct and outputs the set Th(pred) because of the following:
For each database substring φ there is a path from the root ending in a node or
on an edge to a node. This node has the same frequency vector as φ and will
be visited if it satisfies predhull and output iff it satisfies pred. As predhull is a
monotonic hull, no node that satisfies pred is left out by the algorithm.

For the Emerging Substring Mining Problem and the Frequent Pattern Mining
Problem one only needs to replace pred and predhull in Algorithm 2 with the
predicates deduced in Examples 3 and 4, respectively. The monotonic hulls for
these problems are also optimal as Proposition 3 and 4 prove (see Appendix).
Figure 2 shows the DFI for the Emerging Substring Mining Problem considered
in Example 2.

3.4 Algorithm Details

In this section we explain the function divideAndCountFreq in detail (Algorithm
3). The sets R(α) are in fact not stored as sets of strings, but as intervals of a
generalized suffix array SA. SA is initialized with numbers from 1 to |S|, where S

2 In fact, we omit to output strings χ with a trailing $j of a string.
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Fig. 2. The generalized suffix tree of our example databases D1 and D2. For clarity,
the artificial string markers $j are omitted. Considering the problem of Example 2, the
DFI would construct only the white nodes. Grey nodes are not built. The bold nodes
ba, bab represent the Emerging Substrings. Each node holds the frequency vector of its
corresponding substring (compare the frequencies of b̄ and ba with Example 1).

is the union string of D1, . . . ,Dm. We need a function getSeqNo that returns, for
each character position i, the sequence number j if $j is the next string marker
at or to the right of position i in S. We also need a function getDatabaseNo that
returns, for each sequence number j, the corresponding database number k if $j

is a string marker of a string in Dk.
When divideAndCountFreq(ᾱ, pred, predhull) is called, SA[l..r] contains the

start positions of suffixes of S starting with α. Each start position corresponds
to a suffix in R(α). Because ᾱ is unexpanded, the suffixes in SA[l..r] have been
sorted with counting sort [17] up to the first |α| characters by previous function
calls. Because counting sort is stable, the positions in SA[l..r] are in increas-
ing order. Therefore, the corresponding sequence numbers of the positions are
stored in contiguous blocks. Counting sort divides R(α) into buckets R(αc) for
each character c ∈ Σ (lines 3–4). The frequency of each bucket can simply be
counted by counting blocks of equal sequence numbers (line 5).

We keep track of three arrays in the size of the alphabet, i.e. |Σ|, namely
Bucket, Freq and Last. Bucket is the original array from counting sort, and
Bucket[c] counts the occurrences of αc. Freq stores frequency vectors, and
Freq[c][k] determines how often αc occurred in distinct sequences of Dk. Last
is used to construct Freq (lines 5–8).

4 Experiments

To evaluate the performance of our algorithm, we conducted a number of experi-
ments with databases of different characteristics. We used a previously compiled
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Algorithm 3. divideAndCountFreq(ᾱ)
Input : unexpanded node ᾱ
Output : freq(αc,D1, . . . ,Dm) for each c ∈ Σ
Require : SA[l..r] stores all suffixes starting with α, suffixes with equal sequence

numbers are contiguous in this interval
Ensure : suffixes with equal sequence numbers are contiguous in output

intervals SA[Bucket[c]..Bucket[c + 1]− 1]
Init Bucket, Freq, Last with 0s1

// start to sort the first char after prefix α
for i← l to r do2

c← S[SA[i] + |α|]3

Bucket[c]← Bucket[c] + 14

if Last[c] �= getSeqNo(SA[i]) then5

Last[c]← getSeqNo(SA[i])6

k ← getDatabaseNo(getSeqNo(SA[i]))7

Freq[c][k]← Freq[c][k] + 18

Sort suffixes in SA[l..r] stable using Bucket (Counting sort [17] lines 6–11)9

// now Freq[c] contains the frequency vector freq(αc,D1, . . . ,Dm)
return Freq10

set of human and drosophila core promoters [18], the UniProt [19] proteome
sets of human and mouse, release 12.6, verses of the King James Bible and the
Bible in Basic English, and posts of 5 computer newsgroups from the UCI Ma-
chine Learning Repository divided into Windows and non-Windows groups. The
alphabet size |Σ| or the sizes of these databases are shown in Table 1.

An experiment consists of two databases D1,D2. These were searched for
Emerging Substrings and for the solution of the Frequent Pattern Mining Prob-
lem with different values of ρs and varying min1, respectively. As ρg and max2

had no measurable influence on the tested algorithms only the results for ρg = 5
and max2 = |D2|

2 are shown. The results for other values look similar [7]. We
made no other restrictions, i.e. max1 = ∞, min2 = 0.

The theoretically optimal algorithm of Fischer et al. has turned out to be the
hitherto fastest algorithm in practice for the two introduced string mining prob-
lems [12]. Hence, we used the implementation of Fischer’s algorithm as reference
in our experiments. Both programs were written in C++ and compiled using the
same compiler options. They run under Linux on an Intel Xeon 3.2GHz with
2GB of RAM. To reduce influences from the operating system and secondary
storage units, the output was redirected to the null-device, and each experiment
was repeated 5 times. We measured the running time and space consumption of
both algorithms using the GNU tools time and memusage.

Figure 3 shows, that our approach is in all cases faster than the approach of
Fischer et al. even for small values ρs or min1 when the whole suffix tree needs
to be constructed. As an example, for ρs = 0.2 the DFI is with 16 seconds on

3 http://www.o-bible.com/

http://www.o-bible.com/
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Fig. 3. Runtime comparison of the algorithm of [12] (dotted) and our DFI implementa-
tion (solid) for the Emerging Substring Problem (left) and the Frequent Pattern Mining
Problem (right). Experiment details are listed in Table 2.
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Table 1. Characteristics and short names for the different databases we used

name description |Σ| size (mb) #seqs source

HProm human promoters 5 23 15011 Fitzgerald et al. [18]

DProm drosophila promoters 5 16.7 10914

HProt human proteome 24 17.6 40827 Uniprot [19]

MProt mouse proteome 24 16 35344

KJB king james bible 128 4.1 31102 Chinese and English

BBE bible in basic english 128 4.2 31102 Bible Online3

WN windows newsgroup 128 3.9 2000 Machine Learning

CN computer newsgroup 128 3.4 3000 Repository [20]

Table 2. Experimental setups and space consumption in MB for various minimum
support values

experiment name D1,D2
Fischer DFI DFI DFI

ρs ∈ [0, 1] ρs = .001 ρs = .01 ρs = .1

DNA Promoters HProm , DProm 919.57 531.19 475.82 468.15

Proteomes HProt , MProt 779.01 365.49 330.95 327.74

English Bibles KJB , BBE 193.83 109.46 96.96 95.38

Newsgroups WN , CN 167 104.43 82.25 79.76

the Proteome datasets roughly 4 times faster than the algorithm of Fischer et al.
Considering reasonable4 values of ρs < 0.2 and min1 < 0.2 · |D1| our algorithm
is 1.5–4 times faster in practice. This is surprising, because our algorithm has
a worst case running time of O(n2) [15], in contrast to the O(n) algorithm of
Fischer and colleagues. Both algorithms have an O(n) memory consumption,
but ours needs only about half of the memory, see Table 2. Fischer’s algorithm
has an almost constant running time and space consumption as it does not take
advantage of the monotonic pruning of the suffix tree like our deferred approach
does. The runtime peaks for small values of ρs or min1 are due to the high
amount of strings in the solution space that were output.

5 Discussion and Future Work

We presented a new approach to constraint-based string mining that outperforms
the best-known algorithm by Fischer et al. [12] in runtime and space consump-
tion as the experiments show. The better running time can be attributed to
various factors. Most importantly, the optimal monotonic hull of a frequency
4 Dong and Li [21] report that a minimum support of 1%–20% for finding Emerging

Patterns could contribute significantly to knowledge discovery.
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predicate, is incorporated to prune the search space to a minimum, resulting in
the deferred frequency index. Moreover, the frequency information is extracted
as a constant time by-product during the suffix tree construction. Our algorithm
inherits the good cache locality from the wotd -algorithm [15] and in addition uses
less memory than Fischer’s algorithm.

Depending on the problem at hand, the implementation of our algorithm could
be improved. If the DFI should only be used to output the result of Th(pred),
the memory consumption of the algorithm could be further reduced. As each
node is visited at most once, at any time only nodes of the suffix tree on the
path from the root to the current node need to be stored. A small alphabet (e.g.
DNA) leads to a dense suffix tree with many branching nodes at the top, as
observed by Kurtz [22]. In that case, a runtime improvement could be expected
by replacing the top of the suffix tree with a q-gram index.

We believe that our constraint oriented algorithm will be useful for the data
mining community. Considering constraints during the mining process will play
an important role in further algorithmic development, because reducing the so-
lution space of any mining approach to a compact but representative set is one
of the open challenges, as mentioned by Han et al. [1]. In the spirit of this obser-
vation, the simplicity of our approach opens various avenues of further research.
One is to combine Jumping Emerging Substrings to build powerful classifiers as
was done for Jumping Emerging Patterns [23]. This could be achieved by re-
stricting to minimal and highly significant Jumping Emerging Substrings. In a
recent work [24], a formulation of a similarity pattern predicate composed of an
anti-monotonic part was introduced. Our idea can easily be applied, to improve
on their approach. Another direction is to extend the algorithm presented here
to deal with gap constraints like was done in the work of Ji and colleagues [25].
Our algorithm is freely available at http://www.seqan.de/projects/dfi.html
and part of the C++ Sequence Analysis Library SeqAn [26].
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Appendix

Proposition 3. Let D1,D2 be two databases, ρs, ρg ∈ R, and pred : N
2 →

{true, false} be defined as:

pred(d1, d2) = (d1 ≥ ρs · |D1|) ∧ (d1 · |D2| ≥ ρg · d2 · |D1|) . (13)

The monotonic hull predhull of pred with:

predhull(d1, d2) := (d1 ≥ ρs · |D1|) (14)

is optimal.

Proof. We assume predhull is a non-optimal monotonic hull of pred. Then there
exists a monotonic hull pred’hull of pred with predhull � pred’hull. Thus, d ∈ N

2

exist so that predhull(d1, d2) is true and pred’hull(d1, d2) is false. By the contra-
position of the monotonicity criterion, pred’hull(d1, 0) also is false. It holds that
pred(d1, 0) = predhull(d1, d2) = true and pred � pred’hull. This is a contradiction
to pred’hull being a monotonic hull of pred. Hence the proposition holds. !"
Proposition 4. Let min1,max1,min2,max2 ∈ N, (min1,min2) ≤ (max1,max2),
and pred : N

2 → {true, false} be defined as:

pred(d1, d2) = (min1 ≤ d1 ≤ max1) ∧ (min2 ≤ d2 ≤ max2) (15)

The monotonic hull predhull of pred with:

predhull(d1, d2) := (min1 ≤ d1) ∧ (min2 ≤ d2) (16)

is optimal.

Proof. Analogously holds for a pred’hull and d ∈ N
2: predhull(d) is true and

pred’hull(d) is false. Thus it holds that (min1,min2) ≤ d and pred’hull(min1,min2)
also is false. It holds that pred(min1,min2) = true and pred � pred’hull. This is
a contradiction to pred’hull being a monotonic hull of pred. Hence the proposition
holds. !"
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Abstract. In this paper we describe an infrastructure for implementing hybrid 
intelligent agents with the ability to trade in the Forex Market without requiring 
human supervision. This infrastructure is composed of three modules. The 
“Intuition Module”, implemented using an Ensemble Model, is responsible for 
performing pattern recognition and predicting the direction of the exchange 
rate. The “A Posteriori Knowledge Module”, implemented using a Case-Based 
Reasoning System, enables the agents to learn from empirical experience and 
is responsible for suggesting how much to invest in each trade. The “A Priori 
Knowledge Module”, implemented using a Rule-Based Expert System, 
enables the agents to incorporate non-experiential knowledge in their trading 
decisions. This infrastructure was used to develop an agent capable of trading 
the USD/JPY currency pair with a 6 hours timeframe. The agent’s simulated 
and live trading results lead us to believe our infrastructure can be of practical 
interest to the traditional trading community. 

Keywords: Forex trading, data mining, hybrid agents, autonomy. 

1   Introduction 

The Forex Market is the largest financial market in the world. In this market 
currencies are traded against each other, and each pair of currencies is a product that 
can be traded. For instance, USD/JPY is the price of the United States Dollar 
expressed in Japanese Yen. At the time of writing of this paper the USD/JPY price is 
102.55, meaning we need 102.55 JPY to buy 1 USD. Trading this pair in the Forex 
Market is pretty straightforward: if a trader believes the USD will become more 
valuable compared to the JPY he buys USD/JPY lots (goes long), and if he thinks the 
JPY will become more valuable compared to the USD he sells USD/JPY lots (goes 
short). The profit/loss of each trade can be expressed in pips. A pip is the smallest 
change in the price of a currency pair. For the USD/JPY pair a pip corresponds to a 
price movement of 0.01. The actual value of each pip depends on the amount 
invested. For example, if we buy/sell 100,000 USD/JPY each pip is worth 1,000 JPY 
(100,000 times 0.01), or 9.75 USD (1,000 divided by 102.55). 

While it is very easy to trade in the Forex Market, it is actually pretty hard to be 
profitable doing it. Exchange rate prices are just too unpredictable. This unpredictabil-
ity is due in part to the fact that the Forex Market is a 24 hours a day decentralized 
market, with many types of participants with different goals. Add to this the non-stop 
stream of news coming out each day that can affect several pairs at the same time, and 
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it becomes clear why the Forex Market is one of the hardest financial markets to beat. 
Trying to overcome these intrinsic hardships of Forex trading has led Forex Market 
participants to steadily move from traditional trading to algorithmic trading. This 
move, often referred to as the “algorithms arms race”, is happening at a very fast 
pace. The adoption of algorithmic trading in the Forex Market is expected to grow 
from 7% by the end of 2006 to 25% by 2010 [1]. 

With this growing interest in quantitative methods in mind, we will describe an 
infrastructure for implementing autonomous Forex trading agents that makes 
extensive use of artificial intelligence models. The concept of using artificial 
intelligence models in trading is not exactly new, as there are already plenty of studies 
in this field. A special emphasis has been given to the use of neural networks to 
perform financial time series prediction [4][7][11]. In fact, several studies have shown 
that neural networks can model financial time series better than traditional 
mathematical methods [6][8]. Lately, researchers have displayed a growing interest in 
the development of hybrid intelligent systems for financial prediction [5][9][12]. 
These studies have shown that hybrid systems can outperform non-hybrid systems. 

Even though most studies demonstrate that artificial intelligence models can 
produce reasonably accurate financial predictions, that in itself will not impress most 
traditional traders. These studies usually measure a model’s performance based on its 
accuracy (for classification) or the mean squared error (for regression). The problem 
with this approach, from a trader’s point of view, is that higher accuracy does not 
necessarily translate into higher profit. A single losing trade can wipe out the profit of 
several accurately predicted trades. A low mean squared error is also far from being a 
guarantee that a model can produce profitable predictions [3]. Some studies try to 
tackle this problem by using model predictions on out-of-sample data to simulate 
trades. This might make for a better study from a traders’ point of view, but it is still 
not a perfect solution. Simulated trades do not account for problems that frequently 
occur while trading live, such as slippage and partial fills. The effect of these 
problems on the overall profitability of a trading strategy is not negligible. 

In the end, profit and drawdown are the only performance gauges that really matter 
to the trading community. Any performance claims are also expected to be backed up 
by a meaningful track record of live trading. With that in mind, our study will be 
exclusively directed at what the trading community wants. We will describe an 
infrastructure for implementing trading agents whose main goal is to maximize the 
profit and to minimize the drawdown while trading live. Each implemented agent is 
also expected to be able to operate autonomously, placing trades and handling money 
management without requiring human intervention. The infrastructure is loosely 
based in the decision process of a traditional trader: it enables the agents to intuitively 
recognize patterns in financial time series, to remember previous trades and use that 
empirical knowledge to decide when and how much to invest, and to incorporate 
knowledge from trading books and trading experts into the trading decisions. 

2   Infrastructure 

The infrastructure for implementing trading agents is represented in Figure 1. This 
infrastructure defines two percepts (price changes over a period of time and result of 
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previous trades) and a single action (placement of new trades). The agent’s structure 
is organized in three interconnected modules: 

• Intuition Module – this module is responsible for predicting if the price of a 
currency pair will go up or down. This prediction is done by an Ensemble 
Model, which consists of several classification and regression models that try to 
find hidden patterns in price data. 

•  A Posteriori Knowledge Module – this module uses information from previous 
trades to suggest when and how much to invest in each trade. This suggestion is 
done by a Case-Based Reasoning System. Each case in this system corresponds 
to a trade executed by the agent and its final result (profit or loss in pips). 

• A Priori Knowledge Module – this module is responsible for making the final 
trading decision, using the prediction from the Intuition Module and the 
suggestion from the A Posteriori Knowledge Module. This decision is done by a 
Rule-Based Expert System, which contains several rules regarding when to 
invest and when to stop a trade. These rules must be provided to the agent 
because it will not be able to learn them by itself while trading. 

 

Fig. 1. Infrastructure for implementing trading agents 

2.1   The Intuition Module 

A common definition for intuition is “knowing without reasoning”. It is hard to 
explain how this mental process works and even harder to try to implement its 
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software equivalent. In a loose way we can look at intuition as a complex pattern 
recognition process [2]. Even if we are oversimplifying a complex concept, that 
definition perfectly suits our needs. We can easily base our trading agents’ intuition in 
a set of classification and regression models capable of finding hidden patterns in 
nonlinear financial data. 

To implement the pattern recognition mechanism we could follow the typical 
approach of training a model with as much training data as possible, verifying that it 
was able to recognize past patterns in some out-of-sample test data and finally use it 
to predict future prices. If the future price predicted is higher than the current price 
then we should go long (buy) and if it is lower we should go short (sell). But this 
strategy has several problems: 

• It is susceptible to overfitting – the only way to decide if a model is accurate 
before using it to make predictions is to analyze its performance with the 
training and test data. By selecting a model based on this performance we may 
be selecting a model that performs well with those sets of data, but does not have 
any ability to generalize from the training data to new unseen data. 

• It is “dumb” – once trained the model will not be able to learn anymore. This 
would not be a problem if the training data contained all the information that the 
model needs to be aware of. Unfortunately that is never the case when dealing 
with financial time series, no matter how big the training set is. 

• It cannot live up to the expectations – anyone who has ever watched the price 
action of a major currency pair for a couple of sessions will know that expecting 
a model to accurately predict a price in the future is probably unrealistic, 
especially when dealing with smaller timeframes. The price is just too volatile. 

• It is optimized for accuracy instead of profit – learning algorithms aim at 
building models that are accurate. When trading, high accuracy does not 
necessarily mean high profitability. 

• It is not autonomous – because it is susceptible to overfitting and it cannot learn, 
the model needs to be continuously monitored to make sure it does not need to 
be retrained or replaced with a better model. 

To try to overcome these problems we implemented the Intuition Module using an 
Ensemble Model. This Ensemble is a weighted voting system composed of several 
classification and regression models, where the weight of each vote is based on the 
profitability of each model. The models do not try to predict the price in the future, 
they simply try to predict what will happen to the price in the future. The prediction of 
each model thus corresponds to one of two classes: “the price will go up” or “the price 
will go down”. That is straightforward for classification models, but for regression 
models we need to convert the price prediction into one of the classes. That is very 
simple to accomplish: if the predicted price is higher than the current price then the 
predicted class is “the price will go up”, otherwise it is “the price will go down”. 

Before each prediction, the available instances (each consisting of the correct class 
to be predicted and a set of attributes that depends on the model) are divided into two 
datasets: the test set consisting of the most recent N instances, and the training set 
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consisting of all the instances left. Using these two sets of data the following sequence 
of steps is applied to each model in the Ensemble: 

1. The model is retrained using the training set and tested using the test set. 
2. For each instance in the test set a trade is simulated (if the model predicts “the 

price will go up” we simulate a buy, otherwise we simulate a short sell). The 
results from the simulation are used to calculate the overall profit factor, long 
profit factor and short profit factor of the retrained model: 

 
(1) 

 
(2) 

 
(3) 

3. If the overall profit factor of the retrained model is higher or equal to the overall 
profit factor of the original model, then the retrained model replaces the original 
model in the Ensemble. Otherwise, the original is kept and the retrained model 
is discarded. 

4. The selected model makes its prediction: if it predicts “the price will go up” the 
weight of its vote is its long profit factor; if it predicts “the price will go down” 
the weight of its vote is its short profit factor. If the weight is a negative number 
then it is replaced with zero, which effectively means the model’s prediction is 
ignored. 

After all individual models have made their predictions, the ensemble prediction is 
calculated by adding the votes of all the models that predicted “the price will go up” 
and then subtracting the votes of all the models that predicted “the price will go 
down”. If the ensemble prediction is greater than zero then the module’s final 
prediction is “the price will go up”, otherwise if it is lower than zero the final 
prediction is “the price will go down”. 

There are several reasons why we decided to perform the predictions using an 
Ensemble Model and the previously described algorithm: 

• Some models are more profitable under certain market conditions than others. 
An Ensemble Model can be more profitable than any of its individual models 
because it can adapt to the market conditions. That is accomplished by 
continuously updating the weight of the vote of each of the individual models: as 
a model becomes more profitable its vote becomes more important.  

• Some models are better at predicting when the market will go up and others are 
better at predicting when the market will go down. By using an Ensemble 
Model we can combine the qualities of the best models at predicting long trades 
and the best models at predicting short trades. That is accomplished by using the 
models’ long profit factor and short profit factor as their votes’ weight. 
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• An Ensemble Model makes our trading strategy resilient to changes in market 
dynamics. If a single classification or regression model is used for prediction and 
it starts turning unprofitable, the trading strategy will soon become a disaster. On 
the other hand, if that model is a part of our Ensemble Model, as it becomes 
unprofitable its vote continuously loses weight, up to a point where its 
predictions are simply ignored. And since our strategy tries to improve the 
models by retraining them with more data as it becomes available, it is very 
likely that the unprofitable model will end up being replaced with a more 
profitable retrained version of itself. 

• Our algorithm optimizes profitability instead of accuracy. Obviously the 
learning algorithms used to retrain the models still optimize their accuracy, but 
the decision to actually make the retrained models a part of the Ensemble 
Model is based entirely on their profitability. 

• Retraining the models before each prediction is the key to our agents’ autonomy. 
The agents can keep learning even while trading, because new unseen data will 
eventually become a part of the training set. 

Our strategy is not without faults though. The decision to replace an original model 
with a version of itself trained with more data is based on the simulated profitability 
displayed with the test data. This means we are selecting models based on their test 
predictions, which might lead to selecting models that overfit the test data. However, 
this ends up not being a very serious problem, because our algorithm eventually 
replaces unprofitable models with more profitable retrained versions of themselves 
(that might or might not overfit a different set of test data). 

2.2   The A Posteriori Knowledge Module 

Deciding when to buy or short sell a financial instrument is a very important part of 
successful trading. But there is another equally important decision: how much to 
invest in each trade. If we have a model that consistently produces profitable 
predictions we might feel tempted to double our investment per trade. That will in fact 
double the profit, but will also double the exposure and the drawdown (loosely 
defined as the maximum loss an investor should expect from a series of trades). 
Keeping the drawdown low is of vital importance to traditional traders because, no 
matter how profitable a trading strategy is, a large drawdown can cause a margin call 
and pretty much remove the trader from the market. So doubling the investment per 
trade is not the best money management strategy for our trading agents. A better way 
to increase the profitability without a proportional increase in the risk would be to 
double the investment in trades with high expected profitability, use the normal 
investment amount for trades with average expected profitability, and skipping trades 
with low expected profitability. 

In order to determine the expected profitability of a trade we will be looking at the 
individual predictions of the models that are part of the Ensemble Model. Intuitively, 
we might expect that the probability of a trade being successful will be higher if all 
the individual models make the same prediction (all predict “the price will go up” or 
all predict “the price will go down”), compared to a trade where the models’ 
predictions are mixed (some predict “the price will go up” and some predict “the 
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price will go down”). Empirical evidence demonstrates that those expectations are 
well founded. Certain combinations of individual predictions really are more 
profitable than others. Our agents’ money management strategy is based on that 
empirical observation. 

We implemented the A Posteriori Knowledge Module using a Case-Based 
Reasoning System where each case represents a trade previously executed by the 
agent. The following information is contained in each case in the database: the 
predicted class, the trade result (profit or loss in pips) and the individual predictions 
from the models in the Ensemble Model. The agent uses that information to calculate 
the expected profitability of a trade before it is placed. It then decides if a trade is 
worth opening, and if so how much should be invested. The following sequence of 
steps is executed before each trade is placed: 

1. The Intuition Module makes the ensemble prediction and sends the sequence of 
individual predictions from the models in the Ensemble to the Case-Based 
Reasoning System. This system retrieves from its database all the cases with the 
same class prediction and the same sequence of individual predictions. 

2. If the number of retrieved cases is not higher or equal to a predefined minimum 
number of cases, the Case-Based Reasoning System removes the last 
prediction in the sequence of individual predictions and retrieves the cases again. 
This process is repeated until enough cases are retrieved. 

3. The Case-Based Reasoning System calculates the overall profit factor of the 
retrieved cases using Equation (1). That is the expected profitability of the trade. 

4. If the overall profit factor is greater or equal to a predefined value the agent 
doubles the investment; if it is lower than another predefined value the agent 
skips the trade; otherwise, the regular investment amount is used. 

After a trade is executed and closed, a new case is inserted in the Case-Based 
Reasoning System database. Our infrastructure uses the overall profit factor of the 
matching cases in the database to make the money management decision, which is yet 
another way in which it tries to optimize the profit. 

2.3   The A Priori Knowledge Module 

No matter how “smart” the implemented agents are, there is still some trading 
knowledge they will not be able to pick up from their empirical trading experiences. 
For this reason, the module responsible for making the final trading decision consists 
of a Rule-Based Expert System where important rules can be defined by trading 
experts. 

Some of these rules can be quite simple. For example, we may want the agents to 
skip trades in low liquidity days, such as those around Christmas or New Year’s Day, 
when the already naturally high volatility of the Forex Market is exacerbated. Or we 
may want them to skip trades whenever major economic reports are about to be 
released, to avoid the characteristic chaotic price movements that happen right after 
the release. The primary example of such a report is the United States Nonfarm 
Payrolls, or NFP, released on the first Friday of every month. 

Other more important rules are those where the settings for take profit and stop loss 
orders are defined. These are necessary so that the agents know when to exit each 
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trade. A take profit order is used to close a trade when it reaches a certain number of 
pips in profit, to guarantee that profit. A stop loss order is used to close a trade when 
it reaches a certain number of pips of loss, to prevent the loss from widening. 

Before each trade the Rule-Based Expert System receives the prediction from the 
Intuition Module and the suggested investment amount from the A Posteriori 
Knowledge Module. It then uses the rules defined by the expert traders to make the 
final decision regarding the trade direction, investment amount and exit conditions. 
The agents can be made completely autonomous by using a broker’s proprietary API 
to send the final trade decisions directly into the market. 

3   Sample Implementation 

There are countless ways in which our infrastructure can be used to implement a 
trading agent. As a sample implementation, we opted for developing an agent with the 
ability to place a trade every 6 hours, from Sunday 18:00 GMT to Saturday 00:00 
GMT, using the USD/JPY currency pair. 

3.1   Agent’s Intuition 

To implement the agent’s Intuition Module we had to select the classification and 
regression models to be inserted in its Ensemble Model. The first step to accomplish 
this was to obtain historical price data that could be used to train the models.1 

We decided to download the data in the form of USD/JPY 6 hours candlesticks. A 
candlestick is a figure that displays the high, low, open and close price of a financial 
instrument over a specific period of time. Using higher timeframe candlesticks would 
probably make more sense, because the higher the timeframe the less noise would be 
contained in the financial time series. But since the amount of data available was 
scarce, we needed to use the 6 hours timeframe to be able to obtain enough instances 
to train the models. We downloaded 4,100 candlesticks, comprising the period from 
May 2003 to January 2007. These candlesticks were used to calculate the price return 
over each 6 hours period, which was one of the attributes we inserted in the training 
instances. Using the return instead of the actual price to train the models is a normal 
procedure in financial time series prediction, because it is a way of removing the trend 
from the series. Of the available returns, 4,000 (corresponding to the period from May 
2003 to December 2006) were used to train the models and the remaining 100 
(corresponding to the month of January 2007) were used to test the models. 

Table 1 describes the exact attributes used to train and test each model in the 
Ensemble. While the classification models tried to predict the next class (“the price 
will go up in the next 6 hours” or “the price will go down in the next 6 hours”), the 
regression models tried to predict the price return in the following 6 hours period. 
That return was then converted to a class (if the predicted return was greater or equal 
to zero than the class prediction was “the price will go up in the next 6 hours”, 
otherwise it was “the price will go down in the next 6 hours”). The models were 
trained with attributes such as the hour, the day of the week and the current class or  
 
                                                           
1 Our agent’s training data sources were www.dukascopy.com and www.oanda.com 
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Table 1. Attributes used to train each model in the Ensemble 

Model Attributes Prediction 

Instance-Based K* 
hour (nominal), day of week (nominal), 
last 6 returns moving average, current 
class 

next class 

C4.5 Decision Tree 
hour (nominal), day of week (nominal), 
last 6 returns moving average, current 
class 

next class 

RIPPER Rule Learner 
hour (nominal), day of week (nominal), 
current class 

next class 

Best-First Decision Tree 
hour (numeric), day of week (numeric), 
last 6 returns moving average, previous 
return, current return 

next class 

Naïve Bayes 
hour (nominal), day of week (nominal), 
current return 

next class 

Logistic Decision Tree 
hour (nominal), last 6 returns moving 
average, current class 

next class 

Multilayer Perceptron 
hour (nominal), day of week (nominal), 
last 6 returns moving average, current 
return 

next class 

Hidden Naïve Bayes hour (nominal), current class next class 

K-Nearest Neighbor 
hour (nominal), day of week (nominal), 
last 6 returns moving average, current 
class 

next class 

Instance-Based K* 
hour (nominal), day of week (nominal), 
last 6 returns moving average, current 
class 

next return 

Support Vector Machine 
hour (numeric), day of week (numeric), 
last 10 returns moving average, last 2 
returns moving average, current return 

next return 

 
return. We also tried several attributes regularly used in technical analysis by 
traditional traders, such as moving averages, the Relative Strength Index, the Williams 
%R and the Average Directional Index, amongst others. Of these, only the moving 
averages added predictive power to the models. The usefulness of the moving 
averages was not unexpected, as it had already been demonstrated by several studies 
in the past [10]. 

All the models were trained and tested using the Weka data mining software.2 
As previously mentioned, before each trade the Intuition Module uses a fixed size 

dataset to test the models and calculate their simulated profitability. We decided that 
our agent would use a test set consisting of the most recent 100 instances. The 
decision to use only 100 instances for testing might seem a bit odd, as most literature 
regarding supervised learning would recommend the use of at least 30% of the 
available data. However, there are several reasons why we made our agent use such a 
small set of test data: 

                                                           
2 Weka is an open source data mining software available at www.cs.waikato.ac.nz/ml/weka/ 
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• Usually we would need a lot of test data to make sure a model did not overfit the 
training data. Our agent does not need that because its predictions are not based 
in a single model. So even if one of its models overfits the training data, that is 
not necessarily a problem. Over time the agent is able to ignore models that 
overfit the data (i.e., models that are unprofitable in out-of-sample trading) and 
eventually replaces them with retrained versions of themselves. That is the 
reason why we can save much needed data for training, which would otherwise 
be required for testing. 

• Heteroskedasticity is a key feature of most economic time series. This means 
that the volatility is clustered: usually a long period of low volatility is followed 
by a short period of high volatility and this pattern is repeated ad eternum. Since 
the weights of the models’ votes are based in their simulated profitability using 
the test instances, we need to keep the test set small enough that the weights can 
adapt quickly when the market enters a period of high volatility. In other words, 
the shorter the test set, the faster the agent can adapt to changes in market 
dynamics. 

• A new instance is available after each trade. This instance becomes a test 
instance, and the oldest instance in the test set becomes a training instance. This 
means that, as time goes by, the training set grows while the test set remains the 
same size and moves like a sliding window. What this implies is that the shorter 
the test set, the faster the new instances can be used for training. In other words, 
the shorter the test set, the faster the agent can learn new patterns. 

After completing the implementation of the Intuition Module, we used its 
predictions to simulate trades with out-of-sample data corresponding to the period 
from February 2007 to March 2008. Figure 2 casts some light into the way the 
Intuition Module was able to adapt to the changing market conditions over that period 
of time. It shows the average long and average short weights of the votes of the 11 
models in the Ensemble, and the USD/JPY price changes. 

As the price trends up the long votes’ average weight increases, while the short 
votes’ average weight shrinks, and vice-versa. The periods marked with arrows in the 
chart are particularly interesting. Over these periods, the average weight for long  
 

 

Fig. 2. Average weight of the models’ votes 
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Fig. 3. Performance comparison using different module combinations 

votes is very close to zero. What this means is that models predicting that “the price 
will go up in the next 6 hours” are being ignored. So if a single model with short 
profit factor greater than zero predicts “the price will go down in the next 6 hours”, 
then the final ensemble class prediction will automatically be the same, even if the 
other 10 models predict a price increase. It is this mechanism of selecting the best 
models according to the market conditions that allows the Intuition Module to quickly 
adapt to changes in the price trend and volatility. 

The accumulated profit in pips over the simulation period for the Intuition Module 
is displayed in Figure 3. After an initial period of unprofitable trading, where the 
weights of the models’ votes in the Ensemble were adapting to the market conditions, 
the Intuition Module was able to recover and ended up with a profit of 3,330 pips after 
1,276 trades. It is fairly obvious that this trading strategy needs improvements: the 
drawdown is too high (463 pips) and the profit curve is too volatile and erratic. 

3.2   Agent’s Empirical Knowledge 

Implementing the agent’s A Posteriori Knowledge Module was as easy as defining a 
couple of user variables regarding money management. After a couple of trial and 
error tests, we decided to use the following settings: 

• double the investment whenever the overall profit factor of the cases retrieved is 
greater or equal to 1; 

• skip trades whenever the overall profit factor of the cases retrieved is lower or 
equal to 0; 

• require a minimum of 7 retrieved cases before a decision is taken. 

The chart in Figure 3 shows the result of combining the Intuition Module and the A 
Posteriori Knowledge Module to simulate trades using the out-of-sample data. This 
combination performed 907 trades, with a final profit of 4,837 pips and a drawdown 



400 R.P. Barbosa and O. Belo 

of 882 pips. Compared to using the Intuition Module alone, the profit increased 45% 
and the drawdown increased 90%. There was also an important reduction of 29% in 
the number of trades. So the A Posteriori Knowledge Module was able to increase the 
final profit while making fewer trades, but this strategy needs improvement because 
the drawdown is too high. 

3.3   Agent’s Expert Knowledge 

To implement the agent’s A Priori Knowledge Module we just had to define the rules 
in the Rule-Based Expert System. We started by defining some rules to avoid low 
liquidity days. These should not have a big impact in the trading results. But we also 
added one rule that will certainly have a significant impact: each trade is accompanied 
by a take profit order of 20 pips. This means that whenever a trade reaches a profit of 
20 pips it is automatically closed. In other words, we are capping our maximum profit 
per trade to 20 pips (40 pips when the investment is doubled). A trade that is not 
closed with the take profit order will only be closed when the 6 hours period ends and 
a new trade is open. 

Figure 3 shows the results of combining the Intuition Module and the A Priori 
Knowledge Module to simulate trades with the out-of-sample data. This strategy 
netted 3,958 pips of profit, with a drawdown of 360 pips. Compared to using the 
Intuition Module alone there was a 19% increase in the profit and a 22% decrease in 
the drawdown. The lower drawdown is exactly what we needed, but unfortunately 
there is also a big profit reduction if we compare these results with the ones obtained 
with the combination between the Intuition Module and the A Posteriori Knowledge 
Module. 

3.4   Results 

Through simulation, we have shown that each module makes a different contribution 
to the trading profit and the drawdown. The actual agent consists of all the three 
modules working together. Figure 3 shows the agent’s simulated trading results. The 
agent was able to take advantage of the A Posteriori Knowledge Module ability to 
increase the profits and the A Priori Knowledge Module ability to reduce the 
drawdown. It obtained a final profit of 5,742 pips with a drawdown of 421 pips. This 
is, by any standards, an excellent performance. 

By looking at Figure 3 it is easy to see that not only is the agent more profitable 
than any combination of its modules, its profit curve is also the smoothest. We can 
also see that the agent is not directionally biased: it is profitable no matter if the 
USD/JPY price is going up or down. It is also important to note that the agent 
performed acceptably in periods of high volatility (such as the month of August). 

Table 2 resumes the trading statistics of both the agent and the module 
combinations. The first interesting statistic in this table is the fact that the Intuition 
Module can only predict if the price will go up or down with 52.74% accuracy. This 
percentage might seem too low, but it makes sense when we consider that this module 
optimizes profitability instead of accuracy. Therefore, even though the module is not 
very accurate, the profit it obtains from the accurately predicted trades is a lot higher 
than the losses it suffers from incorrectly predicted trades. Its success rate, i.e., the  
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Table 2. Trading statistics 

Module combination Accuracy Success Profit Drawdown Trades 
Intuition 52.74% 52.74% 3,330 463 1,276 

Intuition + 
A Posteriori Knowledge 

54.47% 54.47% 4,837 882 907 

Intuition + 
A Priori Knowledge 

52.74% 64.89% 3,958 360 1,276 

Agent 54.41% 66.67% 5,742 421 873 

 
percentage of trades that are closed in profit, is equal to its accuracy because all the 
trades are closed at the end of the 6 hours period, when a new trade is opened. 

The 54.41% accuracy of the agent is higher than the accuracy of its Intuition 
Module because both its A Posterior Knowledge Module and its A Priori Knowledge 
Module can make it skip trades that are expected to be unprofitable. That explains 
why the agent did only 873 trades, against the 1,276 trades that would have been 
performed by the Intuition Module alone. The agent has a 66.67% success rate, which 
is considerably higher than its accuracy. That is due to the take profit rule in the A 
Priori Knowledge Module. This rule allows the agent to be profitable even if it makes 
a wrong prediction, just as long as the price moves at least 20 pips in the predicted 
direction. 

While pips are a good way to measure the performance of our Forex trading agent, 
it might be interesting to see how that performance translates into actual money won 
or lost. Forex investments are usually leveraged (which means they are done with 
borrowed funds), so the total profit obtained by the agent will always depend on the 
size of its trades. Let us assume we have a starting capital of $100,000, and we want 
our agent to use a low risk trading strategy, with trades of 100,000 USD/JPY. As long 
as the agent has more than $100,000 in its account its trades will not be leveraged, 
except when it doubles the investment for trades with high expected profitability. As 
previously seen, for a USD/JPY price of 102.55, the pip value for a 100,000 
USD/JPY trade will be $9.75. Since our agent obtained a total profit of 5,742 pips, its 
profit in dollars after 14 months of trading is $55,985, or 60%. This is a really good 
performance, but things get even more interesting if we consider the agent could have 
used a higher initial leverage. Figure 4 displays the equity curves for a $100,000 
account, using different trade sizes. 

Amazingly, if the agent used a standard trade size of 2,000,000 USD/JPY, its 
$100,000 account would have grown to $1,219,690 in 14 months, or around 1,120%. 
However, it is easy to see why using such high leverage would be too risky in live 
trading. From November 23rd to December 5th the agent suffered its maximum 
drawdown of 421 pips. A trade size of 2,000,000 USD/JPY corresponds to $195 per 
pip, so there was a drawdown of $82,095. This loss is barely noticeable in the equity 
curve displayed in Figure 4, because it happened at a time when the agent had already 
a really high account balance. But let us imagine the agent placed its first trade on 
November 23rd. Its initial balance of $100,000 would then drop $82,095 in 13 days, 
which would inevitably result in a margin call. The agent would not be able to trade 
again, and would end up with a loss of over 80%. If the agent was using a more  
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Fig. 4. Equity curves for different trade sizes 

reasonable trade size of 500,000 USD/JPY, the maximum drawdown would have 
been only $20,528, and it would have turned $100,000 into $379,980 in 14 months. 

As previously mentioned, simulated results can give us a general idea regarding an 
agent’s ability to be profitable while trading live, but cannot provide any guarantees. 
There are many details concerning live trading that can have a tremendous impact in 
the final net profit. The only way to prove that an agent can be profitable is to allow it 
to create an extensive track record of live trading. In order to accomplish this we 
integrated our agent with an Electronic Communication Network, where it has been 
trading autonomously since the middle of June 2007. As expected, the agent’s actual 
live trading results are not as good as the simulated results, with a decrease of around 
22% in the total profit. This difference is due to commissions, slippage, partial fills 
and interest payments, amongst other things. But the agent’s results are still very 
good, with an average profit of 5.1 pips per live trade, which compares with an 
average profit of 6.6 pips per simulated trade over the same period of time. 

Obviously, it is still too soon to reach any conclusions regarding the agent’s 
profitability in the long run, because its live trading track record is too short. But so 
far our results seem to show that the agent is capable of profiting from inefficiencies 
in the Forex Market. Furthermore, we expect the agent’s success rate to increase over 
time, as its models are trained with more data and more cases are inserted in its Case-
Based Reasoning System. 

4   Final Remarks 

In this paper we described an infrastructure for implementing agents with the ability 
to trade autonomously in the Forex Market. The infrastructure is loosely based in 
traditional trading, i.e., the agents are capable of: 

• recognizing patterns in financial time series, 
• learning from empirical experience, 
• incorporating knowledge obtained from non-experiential sources into the trading 

strategy.  
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Each of these capabilities corresponds to a module in the infrastructure, named 
Intuition, A Posteriori Knowledge and A Priori Knowledge Module, respectively. 

There are multiple ways the infrastructure can be used to implement a trading 
agent. In this paper we described a sample implementation of an agent capable of 
trading the USD/JPY currency pair with a 6 hours timeframe. Using simulated trading 
we were able to demonstrate the positive impact of each of the infrastructure’s 
modules in the trading profit. Live trading results seem to suggest that the agent is 
indeed capable of being profitable while trading without supervision. However, only 
after a couple of years will we be able to make any claims regarding the agent’s 
ability to survive and thrive in all market conditions. 

A common way to reduce the risk inherent to trading is through diversification. In 
our case, investment diversification can be easily achieved by simply using the 
infrastructure to implement a basket of agents trading different uncorrelated currency 
pairs and using different time frames. Even though the infrastructure was developed 
with the Forex Market in mind, it is obvious it can be used to implement agents 
capable of trading any other financial instruments, such as stocks or futures. In fact, it 
would be an excellent idea to implement such agents and to add them to the basket of 
currency trading agents. We are currently looking into this multi-agent investment 
strategy. Given the growing interest in algorithmic and quantitative trading, it is our 
belief that it will be of much interest to the traditional trading community. 
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Abstract. The types of police inquiries performed are very diverse in nature 
and the current data processing architecture is not sufficiently tailored to cope 
with this diversity. Many information concerning cases is still stored in data-
bases as unstructured text. Formal Concept Analysis is showcased as an ex-
ploratory data analysis technique for discovering new knowledge from police 
reports. It turns out that it provides a powerful framework for exploring the 
dataset, resulting in essential knowledge for improving current practices. It is 
shown that the domestic violence definition employed by the police organisa-
tion of the Netherlands is not always as clear as it should be, making it hard to 
use it effectively for classification purposes. In addition, newly discovered 
knowledge for automatically classifying certain cases as either domestic or non-
domestic violence is presented. Moreover, essential techniques for detecting in-
correct classifications, performed by police officers, are provided. Finally, some 
problems encountered because of the sometimes unstructured way of working 
of police officers are discussed. Both using Formal Concept Analysis for ex-
ploratory data analysis and its application on this area are novel enough to make 
this paper into a valuable contribution to the literature. 

Keywords: Formal Concept Analysis (FCA), domestic violence, knowledge 
discovery in databases, data mining. 

1   Introduction 

According to the U.S. Office on Violence against Women, domestic violence is a 
“pattern of abusive behavior in any relationship that is used by one partner to gain or 
maintain power and control over another intimate partner” [1]. Domestic violence can 
take the form of physical violence, which includes biting, pushing, maltreating, stab-
bing or even killing the victim. Physical violence is often accompanied by mental or 
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emotional abuse, which includes insults and verbal threats of physical violence to the 
victim, the self or others including children. Domestic violence occurs all over the 
world, in various cultures [2] and affects people across society, irrespective of eco-
nomic status [3]. 

Domestic violence is one of the top priorities of the police organization of the  
region Amsterdam-Amstelland in The Netherlands. Of course, in order to pursue an 
effective policy against offenders, being able to swiftly recognize cases of domestic 
violence and label reports accordingly is of the utmost importance. Still, this has 
proven to be problematic. In the past, intensive audits of the police databases related 
to filed reports have established that many reports tended to be wrongly classified as 
domestic or as non-domestic violence cases. One of the conclusions was that there 
was a need for an in-depth investigation of this problem area. 

In this paper, it shall be demonstrated that from the unstructured text in police re-
ports, essential knowledge regarding domestic violence can be obtained by using a 
technique known as Formal Concept Analysis (FCA) [8, 9]. FCA arose twenty-five 
years ago as a mathematical theory [14]. It has over the years grown into a powerful 
framework for data analysis, data visualization, [10, 15, 18], information retrieval and 
text mining [16, 17, 20]. However, FCA has never been used for exploratory data 
analysis, which is one of the core contributions of this paper. What makes FCA into 
an especially appealing knowledge discovery in databases technique from a practitio-
ner point of view is the compactness of its information representation and the minimal 
need for users to tune (hyper-) parameters to distill a useful, actionable picture of the 
mining exercise. 

The remainder of this paper is composed as follows. In section 2, we shall cover 
the essentials of FCA theory, introducing the pivotal FCA notions of concept and 
concept lattice. In section 3, the dataset used in our research will be elaborated on. 
Section 4 then showcases and discusses the results of the application of FCA for ex-
ploratory analysis of domestic violence cases using this data set. Finally, section 5 
rounds up with conclusions. 

2   FCA Essentials 

This section introduces the main ideas of Formal Concept Analysis in a very elemen-
tary way.  

2.1   Concepts and Lattices 

The starting point of the analysis is a database table consisting of rows (i.e. objects), 
columns (i.e. attributes) and crosses (i.e. relationships between objects and attributes). 
The mathematical structure used to reference such a cross table is called a formal con-
text. An example of a cross table is displayed in table 1. In the latter, reports of  
domestic violence (i.e. the objects) are related (i.e. the crosses) to a number of terms 
(i.e. the attributes); here a report is related to a term if the report contains the term. 
The dataset in table 1 is an excerpt of the one we used in our research. Given a formal 
context, FCA then derives all concepts from this context and orders them according to 
a “subconcept-superconcept” relation. This results in a line diagram (a.k.a. lattice).  
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Table 1. Example of a formal context 

 kicking dad hits me stabbing cursing scratching maltreating 
report 1 X X    X 
report 2   X X X  
report 3 X X X X X  
report 4      X 
report 5    X X  

 
The notion of “concept” is central to FCA. The extension consists of all objects  

belonging to the concept, while the intension comprises all attributes shared by those 
objects. Let us illustrate the notion of concept of a formal context using the data in  
table 1. Take the attributes that describe report 5, for example. By collecting all  
reports of this context that share these attributes, we get to a set O consisting of re-
ports 2, 3 and 5. This set O of objects is closely connected to set A consisting of the 
attributes “cursing” and “scratching.” That is, O is the set of all objects sharing all at-
tributes of A, and A is the set of all attributes that are valid descriptions for all the ob-
jects contained in O. Each such pair (O, A) is called a formal concept (or concept) of 
the given context. The set O is called the extent, while A is called the intent of the 
concept (O, A). 

There is a natural hierarchical ordering relation between the concepts of a given 
context that is called the “subconcept-superconcept” relation. A concept d is called a 
subconcept of a concept e (or equivalently, e is called a superconcept of a concept d) 
if the extent of d is a subset of the extent of e (or equivalently, if the intent of d is a 
superset of the intent of e). For example, the concept with intent “cursing,” “scratch-
ing” and “stabbing” is a subconcept of a concept with intent “cursing” and “scratch-
ing.” With reference to table 1, the extent of the latter is composed of reports 2 and 3, 
while the extent of the former is composed of reports 2, 3 and 5. 

The set of all concepts of a formal context combined with the “subconcept-
superconcept” relation defined for these concepts gives rise to the mathematical struc-
ture of a complete lattice, called the concept lattice of the context. The latter is made 
accessible to human reasoning by using the representation of a (labeled) line diagram. 
The line diagram in figure 1, for example, represents the concept lattice of the formal 
context abstracted from table 1. The circles or nodes in this line diagram represent the 
formal concepts. The shaded boxes (upward) linked to a node represent the attributes 
used to name the concept. The non-shaded boxes (downward) linked to the node rep-
resent the objects used to name the concept. The information contained in the formal 
context of table 1 can be distilled from the line diagram in figure 1 by applying the 
following “reading rule:” An object “g” is described by an attribute “m” if and only if 
there is an ascending path from the node named by “g” to the node named by “m”. 
For example, report 5 is described by the attributes “cursing” and “scratching”.  

Retrieving the extension of a formal concept from a line diagram such as the one in 
figure 1 implies collecting all objects on all paths leading down from the correspond-
ing node. In this example, the objects associated with the third concept in row three 
are reports 2 and 3. To retrieve the intension of a formal concept one traces all paths 
leading up from the corresponding node in order to collect all attributes. In this exam-
ple, the third concept in row three is defined by the attributes “stabbing,” “cursing”  
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Fig. 1. Line diagram corresponding to the context from table 1 

and “scratching”. The top and bottom concepts in the lattice are special. The top con-
cept contains all objects in its extension. The bottom concept contains all attributes in 
its intension. A concept is a subconcept of all concepts that can be reached by travel-
ling upward. This concept will inherit all attributes associated with these supercon-
cepts. Note that the extension of the concept with attributes “kicking” and “dad hits 
me” is empty. This does not mean that there is no report that contains these attributes. 
However, it does mean that there is no report containing only these two attributes. 

2.2   FCA Software 

We used FCA as an unsupervised clustering technique [11, 13]. Police reports con-
taining terms from the same term-clusters were grouped together in concepts. The aim 
was to make these concepts as pure as possible. When a concept contained domestic 
and non-domestic violence reports, we investigated these reports and searched them 
for new attributes that can be used to discriminate between the domestic and non-
domestic violence reports from this concept. This process was repeated until a classi-
fication was obtained that minimizes the number of false negative cases (i.e. domestic 
violence cases that were not classified as such). 
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The tool Concept Explorer [7] was used to visualize the concepts and their rela-
tionships. 

3   Data Set 

The domestic violence definition employed by the police organization of the Nether-
lands is as follows: “Domestic violence can be characterized as serious acts of vio-
lence committed by someone of the domestic sphere of the victim. Violence includes 
all forms of physical assault. The domestic sphere includes all partners, ex-partners, 
family members, relatives and family friends of the victim. Family friends are those 
persons who have a friendly relationship with the victim and who (regularly) meet the 
victim in his/her home”, [6]. 

The XPol database – the database of the Amsterdam police organization – contains 
all documents relating to criminal offences. Documents related to certain types of 
crimes receive corresponding labels. Immediately after the reporting of a crime, po-
lice officers are given the possibility to judge whether or not it is a domestic violence 
case. If they believe it is a domestic violence case, they can indicate this by assigning 
the project code “domestic violence” to the report. However, not all domestic vio-
lence cases are recognized as such by police officers and by consequence, many 
documents are wrongly lacking a “domestic violence” label. The in-place case triage 
system is used to filter out these reports for in-depth manual inspection and classifica-
tion. For example, going back to the first quarter of 2006, the in-place triage system 
retrieved 367 of such cases.  

The dataset used during the research consists of 4146 police reports describing all 
violent incidents from the first quarter of 2006. All domestic violence cases from that 
period are a subset of this dataset. The 367 cases selected by the in-place case triage 
system are also a subset of this dataset. Unfortunately, many of these 4146 police re-
ports did not contain the reporting of a crime by a victim, which is necessary for es-
tablishing domestic violence. Therefore, we only retained the 2288 documents in 
which the victim reported a crime to a police officer. From these documents, we re-
moved the follow-up reports referring to previous cases. This filtering process  
resulted in a set of 1794 reports. From these reports, we extracted the person who re-
ported the crime, the suspect, the persons involved in the crime, the witnesses, the 
project code and the statement made by the victim to the police. These data were used 
to generate the 1794 html-documents that were used for our research. An example of 
such a report is displayed in figure 2.  

We also have at our disposal a thesaurus – a collection of terms – that was obtained 
by performing frequency analyses on these police reports. The terms that occurred 
most often were retrieved and added to the initially empty thesaurus. This resulted in 
a set of 123 terms. 

Our validation set consists of 9147 cases describing all violent incidents from the 
year 2005 where the victim made a statement to the police. After removing the fol-
low-up reports, 7817 cases were retained. In 2005, the in-place case triage system re-
trieved 2668 documents that had to be manually classified by police-officers. 1526 of 
them were classified as domestic violence, while 1142 of them were classified as non-
domestic violence. These documents are a subset of our validation set.  
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Title of incident Violent incident xxx 

Reporting date 26-11-2007 

Project code Domestic violence against seniors (+55) 

Crime location Amsterdam Keizersgracht yyy 

Suspect (male) Suspect  
(18-45yr) 

zzz 

Address Amsterdam Keizersgracht yyy 

Involved (male) Involved  
(18-45yr) 

Neighbours 

Address Amsterdam Keizersgracht www 

Victim (male) Victim 
 (>45jr) 

uuu 

Address Amsterdam Keizersgracht vvv 

 Reporting of the crime 

Last night I was attacked by my only son. I was watching television in the living room when he 
suddenly attacked me with a knife. I felt on the floor. Then he tried to kick me. I tried to escape 
through the back door while I was yelling for help. I ran to the neighbours for help. They called the 
emergency services. Meanwhile my son ran away. My leg was bleeding etc. 

Fig. 2. Example police report 

We intend to verify whether a report can be classified as domestic violence by 
checking that it contains one or more terms from each of the two components of the 
domestic violence definition. A case can be labelled as domestic violence if: 

1. a criminal offence has occurred. This may range from verbal threats over 
pushing and kicking to even killing the victim. To verify whether a crimi-
nal offence has occurred, the report is searched from terms like “hit”, 
“stab”, “kick”, etc. These terms are grouped into the term-cluster “acts of 
violence”. 

2. and a person of the domestic sphere of the victim is involved in the crime. 
It should be noted that a report is always written from the point of view of 
the victim and not from the point of view of the officer. A victim always 
adds “my”, “your”, “her” and “his” to the persons involved in the crime. 
Therefore, the report is searched for terms like “my dad”, “my mom”, 
“my son”, etc. These terms are grouped into the term-cluster “family 
members”. The report is also searched for terms like “my ex-boyfriend”, 
“my ex-husband”, “my ex-wife”, etc. These terms are grouped under the 
term-cluster “ex-partners”. Furthermore, the report is searched for terms 
like “my nephew”, “her uncle”, “my aunt”, “my step-father”, “his step-
daughter”, etc. These terms are grouped under the term-cluster “relatives”. 
Then the report is searched for terms like “family friend”, “co-occupant”, 
etc. These terms are grouped under the term-cluster “family friends”.   
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The reports having the attribute “domestic violence” were classified by police officers 
as domestic violence. The remaining reports were classified as non-domestic vio-
lence. This results in the following lattice:  

 

 

Fig. 3. Initial lattice based on the police reports from the first quarter of 2006 

4   Results 

By analysing the lattice displayed in figure 3, it became clear that a lattice containing 
only term-clusters based on the domestic violence definition does not sufficiently  
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Table 2. Results from lattice in figure 3 

 Non-domestic violence Domestic violence
Acts of violence 483 10 

 
discriminate domestic from non-domestic violence reports. In other words, the definition 
cannot be used to automatically classify domestic violence cases as such, because many 
non-domestic violence also contain terms belonging to one or more of these clusters. 
However, the following interesting knowledge emerged out of this lattice.  

Some 36% of the non-domestic violence reports only contain terms from the “acts 
of violence” cluster, while there are only 10 such domestic violence reports in the 
dataset. After in-depth manual inspection, these reports turned out to be wrongly clas-
sified as domestic violence. Although the lattice can not be used to distinguish domes-
tic violence reports from non-domestic violence reports, it can be used to detect cases 
that were wrongly classified as domestic violence. Therefore, this lattice was con-
structed for all domestic violence reports from the year 2005. 116 (5%) of the cases 
that were classified as domestic violence only contained one or more terms from the 
“acts of violence” cluster, while there was no person of the domestic sphere of the 
victim involved. In-depth manual inspection of these reports proves that they were 
almost all wrongly classified as domestic violence. Furthermore, 49 (2%) of the do-
mestic violence cases did not describe a violent incident. They were also wrongly 
classified as domestic violence. 7% of the domestic violence cases were thus reclassi-
fied as non-domestic violence. By using this lattice, it was also possible to discover 
the most frequently occurring types of domestic violence cases from the year 2005. 

Table 3. Most frequently occurring types of domestic violence in 2005 

 % of all domestic violence cases of 2005 
Acts of violence and family members and partners 27% 
Acts of violence and family members and partners 
and ex-persons 

15% 

Acts of violence and family members 13% 
Acts of violence and family members and ex-
persons 

12% 

Acts of violence and family members and partners 
and relatives 

6% 

Acts of violence and partners  6% 

 
The next step consisted of searching for additional attributes that can be used to 

distinguish a domestic violence report from non-domestic violence reports and vice 
versa. First of all, it became apparent that in a large number of the domestic violence 
cases (137 cases or 28%), the perpetrator and the victim lived at the same address  
at the time the victim made his/her statement to the police. 128 of these cases were 
classified as domestic violence. When we studied the 9 non-domestic violence cases 
we found that the perpetrator and the victim always lived together in the same institu-
tion (e.g. a youth institution, a prison, an old folk’s home). Of the 21 cases where the 
perpetrator and the victim lived in the same institution, only 12 were classified as  
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domestic violence. This finding brought about a lively discussion amongst the police 
officers of the Amsterdam police force. More importantly, it exposed the mismatch 
between the management’s conception of domestic violence and the classification as 
performed by the police officers. Going back to 2005, 138 cases described incidents 
between inhabitants of an institution. Police officers classified a substantial part of 
these as non-domestic violence, while only a limited number were classified as  
domestic violence. However, according to the board members responsible for the do-
mestic violence policy, all these cases should have been classified as domestic vio-
lence. In other words, the definition employed by the management was much broader 
than the one employed by the police officers performing the classification task. 

To classify the remaining cases, we explored the corresponding police reports, in 
search of new attributes. We found that 42% of these reports (749 cases) did not men-
tion a suspect. However, according to the domestic violence definition (which says 
that the perpetrator must belong to the domestic sphere of the victim), the offender 
should be known. By consequence, we assumed that these reports described non-
domestic violence cases. However, 30 of them turned out to be domestic violence 
cases. After in-depth inspection of these reports, we concluded that this was due to 
unstructured way of working of the police officers. Some officers immediately label a 
person as a suspect, when the victim mentions this person as a suspect. However, 
other officers first want to interrogate the suspect. In the latter case, this person is 
added to the list of persons who were involved in or witnessing the crime. This list of 
persons might include friends and family members of the victim, bystanders, etc. and 
can be very large. By consequence it is often very difficult to identify the suspect 
from this list in filed reports. We asked the proper authorities whether or not there ex-
ists a policy that regulates the labelling of persons as suspects. It turned out that such 
a regulation did not exist. Our research proves that such a regulation is necessary. We 
also found that a 37% of these reports that lack a suspect contain a description of the 
suspect (277 cases). These 277 reports were all classified as non-domestic violence. 

After the consultation of the proper authorities with regard to this subject, it be-
came clear that the best and the most feasible solution would be to introduce an addi-
tional field in police reports that can be used by police officers to record the person 
who was mentioned by the victim as the offender. This relatively small change makes 
it easier to identify the suspect(s) for a given case.  

According to the literature, domestic violence is a phenomenon that mainly occurs 
inside the house [4, 5, 6, 21]. Therefore, an attribute called “private locations” was  
introduced. This term-cluster contained terms like “bathroom”, “living room”, “bed-
room”, etc. As was expected, 393 (86%) of the domestic violence cases from the data-
set contained one or more terms from this term-cluster. However, 568 (43%) of the 
non-domestic violence cases also contained one or more terms from this term-cluster.  
An attribute called “public locations” was also introduced. It was expected that there 
would be almost no domestic violence case that took place on the street. Surprisingly, 
this turned out to be incorrect. In about one-fourth of the domestic violence cases 
there had been an incident on a public location. While studying these police reports, 
we discovered that this was often the case when ex-partners were involved in the case. 
It thus became clear that it is not possible to distinguish domestic from non-domestic 
violence reports by means of the type of locations mentioned in the reports. Combin-
ing the clusters “private locations” and “public locations” with clusters like “family 
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members” or “ex-persons” for example did not yield the expected results either. 
While exploring the domestic violence reports, terms like “divorce”, “marriage prob-
lems”, “relational problems”, etc. regularly occurred. Therefore, a new term-cluster 
called “relational problems” was introduced. 

In order to keep the lattice surveyable, we clustered the terms from the clusters 
“family members”, “relatives”, “partners”, “ex-partners” and “family friends”, to-
gether in the cluster “persons” and added the newly discovered attributes “same ad-
dress”, “institution”, “no suspect”, “description of suspect” and “relational problems”. 
This resulted in the following lattice: 

 

Fig. 4. Refined lattice based on the police reports from the first quarter of 2006 
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This lattice provides us with essential knowledge needed to discriminate domestic 
from non-domestic violence reports and vice versa. The most interesting findings are 
displayed in the following table: 

Table 4. Results from lattice in figure 4 

 Non-domestic violence Domestic violence 
Acts of violence 483 10 
Acts of violence and same address 9 128 
Acts of violence and no suspect 
  and description of suspect 

277 0 

Acts of violence and no suspect 719 30 

 
This lattice was also constructed for the validation set containing police reports 

from the year 2005. The most interesting findings are displayed in the following table. 

Table 5. Discovered knowledge applied on dataset from 2005 

 Non-domestic violence Domestic violence 
Acts of violence 2065 116 
Acts of violence and same address 56 422 
Acts of violence and no suspect 
  and description of suspect 

937 27 

Acts of violence and no suspect 2579 186 

 
The 56 cases where the perpetrator and the victim lived at the same address and 

that were not classified as domestic violence contained many cases where the perpe-
trator and the victim lived in the same institution. The remaining cases turned out to 
be wrongly classified after in-depth manual inspection. After in-depth manual inspec-
tion of the 116 police reports containing only one or more terms from the “acts of vio-
lence” cluster and that were classified as domestic violence, they turned out to be 
wrongly classified. 

5   Conclusions 

In this paper, the possibilities of using FCA as an exploratory data analysis technique 
for discovering new knowledge from police reports were explored. The construction 
of an initial lattice containing term-clusters created by a domain expert on the basis of 
the domestic violence definition and the incremental refinement of this lattice pro-
vided the user with a powerful framework for exploring the dataset.  

It was shown that the domestic violence definition is often not applied properly by 
police officers, but incorrect classifications can be automatically corrected on the ba-
sis of this definition. In addition, some essential characteristics that discriminate do-
mestic from non-domestic violence reports were discovered. However, the limitations 
of the FCA technique also became apparent. Concept lattices could only be used ef-
fectively with a maximum of 14 attributes. If more attributes were used, the lattices 
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became too cluttered to be useful for data exploration. Issues for future research in-
clude improving the used thesaurus by amongst others taking negated sentences like 
“my dad didn’t hit me” into account. 
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Abstract. We describe a method that performs automated recognition
of individual laetherback turtles within a large nesting population. With
only minimal preprocessing required of the user, we prove able to pro-
duce unsupervised matching results. The matching is based on the Scale-
Invariant Feature Transform by Lowe. A strict condition posed by biol-
ogists reads that matches should not be missed (no false negatives). A
robust criterion is defined to meet this requirement. Results are reported
for a considerable sample of leatherbacks.

1 Introduction

The ability to individually identify sea turtles in the field has been one of the
most valuable tools in advancing our understanding of these animals. Marked or
identified turtles allow for the measurement of a wide variety of biological and
population variables (e.g. reproductive output, longevity, and survival rates).
Traditional marking methods have included flipper, transponder, and mutilation
tagging. In leatherbacks the pink spot, overlying the pineal gland on the dorsal
surface of the head, has been reported as a unique identifier (McDonald and
Dutton [6]). Leatherback nesting colonies of Trinidad offer the ideal research
location for collecting photos of these spots as it annually supports nesting by
10,000 turtles. The Matura Beach/Fishing Pond nesting colony, located on the
east coast of the island accounts for approximately half of all nesting on the island
with over 150 turtles nesting per night. The beach is patrolled continuously by a
local conservation organization, The Nature Seekers, which enabled most turtles
to be detected. Photos are taken only during the laying stage of nesting to
preclude disturbance of the turtle.

Identification of leatherbacks by humans involves laborious and tedious brows-
ing through a (growing) photo database. Therefore, we seek to determine whether
identification can be automated using image recognition algorithms. The time
that can be put in watching colonies is limited, already for this reason the al-
gorithm needs to avoid false negatives at all costs. The latter is an important
issue for biologists, the presence of the same leatherback at a different place and
different time should not be overlooked. The Scale Invariant Feature Transform
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(SIFT, Lowe [4]) appears capable to provide us with automated matches robust
to changes in 3D viewpoint and illumination, noise and occlusion.

Biologists are waking up to the possibilities of computer-assisted photo-
identification and a number of stand-alone systems are under development (cf.
[2,5,7,8]). The method demonstrated in this paper allows for a web based service
by which one can query and contribute to a database of images. See [1] for a similar
service under development also within the field of biodiversity.

The paper is organized as follows. In Section 2 we decribe the necessary pre-
processing of images and the use of Lowe’s SIFT features. Section 3 describes
how to decide whether we can presume that images of pineal spots are matching
or not. In Section 4 we provide statistics derived from a comparison with the
groundtruth. There is the option of providing a future webservice, see Section 5.

2 Preprocessing and Feature Transform

2.1 Preprocessing

Cropping. An individual leatherback can uniquely be identified by its pineal
spot [6], see the top row of Figure 1. We benefit from the fact that the pineal
spot stands out in pink on the dorsal surface of the animal. We search and
isolate the ”pink spot” by human intervention, i.e. a rectangular region around
the spot is selected. An additional advantage of the cropping is the reduction
of dimensions which speeds up the subsequent processing. Clearly, the selection
procedure introduces some arbitrariness as it is not always obvious to what
extent “satellite” spots and marks should be included. However, as long as the
main salient parts are retained, the resulting classification appears quite robust,
see Section 4. The cropping is the only manual intervention required at this stage
and typically takes 5 secs per image.

Contrast enhancing. The cropped colour image is turned into a gray-value image,
where the gray-value is computed in such a way that it enhances the contrast
between the pink spot and the dark background. This can be done adaptively
(i.e. data-driven) by selecting the colour combination that corresponds to the
first PCA (principal component analysis) factor. In the current implementation
we simply convert a colour image into a gray-scale image by defining the gray
value K at each pixel as

K = R− 0.5(G + B)

where R, G and B are the intensity-values of the red (R), green (G) and blue
(B) component.

2.2 Recapitulation on SIFT

To recognize (gray-value) images we use the features produced by the Scale
Invariant Feature Transform (SIFT, Lowe [4]). This method selects so-called
keypoints in an image. These are local points of interest, furnished with loca-
tion, best fitting scale, and orientation with respect to the gradient. Along with
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Fig. 1. Top: pineal spots of leatherbacks photographed on different days with different
cameras. Bottom: matching keypoints found by SIFT.

each keypoint comes a keypoint descriptor, which is a feature vector summa-
rizing local gradient information. The keypoints are selected in a strict manner
through a cascade filtering approach. The features are defined such that they
appear both invariant to image scaling plus rotation and, to a considerable ex-
tent, invariant to change in illumination and 3D camera viewpoint. Moreover,
they are well localized in both the spatial and frequency domains, reducing the
probability of disruption by occlusion, clutter, or noise. The descriptors prove
highly distinctive, which allows a single feature to find its correct match with
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good probability in a large database of features. Below we describe major stages
within the intricate transform, and omit lots of (important) details.

1. Extrema detection in scale-space. The image I(x, y) is convolved with a
difference-of-Gaussian function which computes the difference of two nearby
scales (separated by a constant factor k)

D(x, y, σ) = (G(x, y, kσ) −G(x, y, σ)) ∗ I(x, y) (1)

where
G(x, y, σ) =

1
2πσ2

e−(x2+y2)/2σ2
.

This can be computed efficiently and closely approximates the result as if a
scale-normalized Laplacian of Gaussian σ2ΔG were applied (Lindeberg [3]).

In order to detect the local maxima and minima of image D(x, y, σ), each
sample point is compared not just to its eight direct neighbors but also to
its nine direct neighbors in a scale above and below. It is selected only if it
is larger than all of these neighbors or smaller than all of them. Still, the
scale-space difference-of-Gaussian function has a large number of extrema,
all candidate keypoints. Fortunately, a coarse sampling of scales suffices.

2. Keypoint localization in scale-space. A Taylor expansion (up to
quadratic terms) of D(x, y, σ) is used to determine an accurate location of
the extremum in the coordinates (x, y, σ)T . An expansion around the newly
found extremum helps to detect low contrast, upon which the candidate
keypoint is rejected as it is deemed unstable. Edges occurring in the original
I(x, y) provide another source of extrema with poorly defined locations. This
situation is detected when the ratio of principal curvatures at an extremum
rises above a certain threshold, upon which, again, the candidate keypoint
is rejected as it is deemed unstable.

3. Orientation assignment. We proceed with the keypoints that have re-
mained. In order to achieve rotation invariance for our keypoint descriptor
to be (next stage, stage 4), we want to determine the keypoint orientation.
The convolved version of I(x, y) with scale closest to the one of the keypoint
is selected for doing so. Magnitude and direction of the gradient are com-
puted pixelwise using simple differences. A histogram is formed from the
orientations of sample points within a certain Gaussian-weighted circular
window around the keypoint. Obviously, peaks in the histograms correspond
to dominant directions. At most two of such directions are taken into account
(two directions leading to two different keypoints).

4. Descriptor assignment. This stage is similar to the previous one in that
orientation histograms are computed. Again the scale of the keypoint deter-
mines the level of Gaussian blur for the image. To achieve rotational feature
invariance, coordinates are rotated relative to the keypoint orientation as
determined in the previous stage. The feature descriptor is computed as a
set of orientation histograms over 4 × 4 sampling regions. Only 8 different
orientations are considered, leading to 8 bins in each histogram. This leads
to a feature vector / descriptor of 4× 4× 8 = 128 elements per keypoint.
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Keypoint descriptor matching. Comparing two images I and I ′ now boils
down to comparing their respective sets of keypoints and descriptors. To decide
whether an individual keypoint with descriptor in one image matches with a
counterpart in the other image is not trivial. A uniform treshold on distance
between descriptors is not wise as some descriptors discriminate more easily than
others. For a positive match it is not good enough for mutual descriptors to be
at close range. Far too many descriptors may apply, hereby invoking lots of false
matches. Instead, a match of descriptors is required to excel. This is expressed
by the criterion explained below. For keypoint pi in image I one looks for the
best matching keypoint p′j in image I ′ by searching for the smallest distance
d(δi, δ

′
j) between their 128-sized descriptors δi and δ′j . This point match will

only be retained if it excels: the (minimum) distance of the first choice should
be smaller than a predefined fraction of the second best choice. More formally,
pi in image I is matched to p′j in I ′ only if

d(δi, δ
′
j) = min

k
d(δi, δ

′
k)

and
d(δi, δ

′
j) < DR min

k 
=j
d(δi, δ

′
k).

Otherwise it is rejected which implies that keypoint pi has no match in I ′. The
fraction DR is called the distance ratio by Lowe [4] and is often fixed at a value
of 0.6.

3 Matching of Images

Here we explain on what grounds (criteria) we presume the result of matching
two images to be positive or negative and how reliable (and why) we want
our presumptions to be. We rely on SIFT keypoints and use the accompanying
descriptors. One needs to be aware that the matching of images is not symmetric:
it depends on whether an image is considered a query or a reference image. The
asymmetry is due to the way a match of descriptors has been defined (see the
last paragraph of Section 2.2). A case in point is that one keypoint in the “query”
image may resemble more than one keypoint in the “reference” image. To come
up with a symmetric similarity measure we compute the number of bi-directional
matches (nbi): i.e. matches are only retained if they persist when swapping the
roles of query and reference image. If a point-match is bi-directional the chances
of it being erroneous are slim (see the lower part of Figure 1 for examples).

Deformations between different images that occur are due to the use of dif-
ferent cameras at different times by different people. This involves differences
in resolution or scale, rotations and translations, changes in illumination (in-
cluding glare), viewing angles and pollution (see the upper part of Figure 1 for
examples). SIFT is apt to deal with such variations. However, since we cannot
afford to overlook a genuine match, we relax the value of the distance ratio DR
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to 0.7 (see Section 2.2). The net result of this adjustment is that the number of
matching keypoints between the query and reference image will be higher.

The standard way to decide whether two images are similar could be straight-
forward: compute the number of bi-directional matches nbi and compare it to
a predefined threshold. The images are then declared to be either matching or
non-matching depending on whether or not nbi exceeds this threshold. Again, as
explained before, it is of paramount importance to reduce the risk of overlooking
a genuine match. We therefore thread cautiously and introduce two thresholds:
an upper threshold nhigh

bi and a lower one nlow
bi . If the number of bi-directional

matches (nbi) between two images exceeds nhigh
bi then we presume to have a high

quality match between the images and it is kept in the database. If, on the other
hand, nbi < nlow

bi then the images appear dissimilar and the match is rejected.
For image pairs that achieve a score in between these two thresholds, this is
substantial evidence that the images might be similar but it needs to be backed
up by an additional test (introduced below).

The deformation between different images of the same spot is moderate (see
above). We therefore assume that if keypoints in the query image are correctly
matched to their counterparts in the reference image, the distance between any
pair of keypoints in the query image should be the same (up to a scaling) as
the distance between the corresponding points in the reference image. This can
easily be checked by regressing the distances in the reference images over the
corresponding distances in the query image. Data points due to correct point
matches will trace out a line, the slope of which reflects the afore-mentioned
scaling factor. Mismatches on the other hand, will create outliers.

The proposed additional test can now be summarized as follows: for two im-
ages, find all pairs of points pi (in the query image) and p′i (in the reference
image) which are joined by a bi-directional match. Next, compute the distances
between all such points in each image separately. This results in a set of distance
dij = d(pi, pj) for the points in the query image, and another set d′ij = d(p′i, p

′
j)

for the corresponding points in the reference image. The latter set of values is
regressed on the the former (using the regression model y = ax + ε which cor-
responds to a line that passes through the origin). As argued above, the fit of
regression model reflects the quality of the match. This is quantified by comput-
ing the mean squared error (MSE) for the regression:

MSE =
1

n− 1

n∑
i=1

(yi − ŷi)2

where ŷi is the predicted value based on the regression. If the MSE exceeds a
predefined threshold, the regression fit is low indicating the the point matches
are erroneous. As a result the images are classified as non-matching. If on the
other hand, the regression fit is satisfactory, we conclude that the point matches
— although relatively few in numbers — enjoy a consistency that is indicative
of true underlying similarity. The image pair is therefore tagged as a potential
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match, to be verified by a human expert for final validation or rejection. The ones
that are retained are presented to the user for a final confirmation or rejection
decision.

4 Results

In a first experiment we worked with a database of 613 images that were col-
lected over the period of about six weeks in the Leatherbacks nesting colonies of
Trinidad. During the night, groups of around 150 turtles would emerge from the
sea to lay and bury their eggs on the beach. During this activity the pineal spot
of most animals was photographed twice, usually within the time span of a few
minutes. As a consequence, the database comprises lots of individual animals
for which we have two photos taken in quick succession and labeled to reflect
the fact that they depict the same individual. These pairs are very valuable as
they furnish us with a set of genuine matches that can be used to check min-
imal performance measures (e.g. whether the number of false negatives among
these trivial matches is actually zero). In addition to these trivial matches, there
are the more interesting repeat encounters where the same individual was pho-
tographed on different nights. In the current database 13 such individuals were
discovered by manual inspection. The challenge faced by the matching algorithm
outlined above therefore amounts to identifying all true matches (i.e. both the
trivial and the non-trivial ones) while simultaneously minimizing the number of
images that need to be checked manually.

Recall that the matching decision logic involves two thresholds (nhigh
bi and

nlow
bi , see Section 3) for the number nbi of bi-directional matches. In the current

experimental set-up we use the values nhigh
bi = 10 and nlow

bi = 3. If the num-
ber of bi-directional matches between two images exceeds 10 then we presume
a high level of similarity and they are automatically accepted as a matching
pair. Conversely, if the number of matches is less than 3 then the image pair
is automatically rejected. Finally, if 3 ≤ nbi ≤ 10 then we compute the square
root of the MSE for the regression model. If

√
MSE exceeds a threshold (which

has been set equal to 7% of the data range), then the regression fit is deemed
unsatisfactory and also this pair is rejected. If however

√
MSE is smaller than

this threshold value, the image pair is presented to a human supervisor for final
approval or rejection.

The algorithm checked 613 · 612/2 = 187, 578 image pairs. The above out-
lined decision strategy succeeded in recovering all true matches while no genuine
matches were overlooked. Notably, the algorithm managed to uncover one ad-
ditional match which happened to be overlooked by human experts. A total of
73 pairs (i.e. less than 0.04% of all pairs) were singled out by the algorithm for
final inspection by a human supervisor. For the biologists involved this algorithm
therefore provided highly reliable and welcome assistance.

Overview algorithm and results. Let pi (i = 1, . . . , nbi) be the keypoints
in the query image (Q) that have been bi-directionally matched (using SIFT
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descriptors) to keypoints p′i in the reference image (R), i.e. if mAB() denotes the
matching function from image A to image B, then ∀i = 1, . . . , nbi : mQR(pi) =
(p′i) AND mRQ(p′i) = (pi). Hence, the number of bi-directional matches be-
tween images Q and R equals nbi.

Algorithm

if nbi > nhigh
bi Accept match between images Q and R;

else if nbi < nlow
bi Reject match between images Q and R;

else Compute distances dij = d(pi, pj) and d′
ij = d(p′

i, p
′
j),

regress d′
ij over dij and compute

√
MSE;

if
√

MSE > q Reject match between images Q and R;

else Present presumed match between Q and R to
human supervisor for final confirmation or rejection.

In the current implementation nlow
bi = 3, nhigh

bi = 10, and q equals 7% of the
d′ij range, i.e. q = 0.07(max{d′ij ; j > i} − min{d′ij ; j > i}). The results for the
current database are summarized in the table below.

Nr. of images 613

Nr. of false positives 0

Nr. of false negatives 0

Nr. of pairs processed 187,578

Nr. of pairs retained 73
for manual inspection (i.e. 0.04%)

5 Discussion and Future Directions

Leatherback turtles migrate over large distances and it would therefore be inter-
esting to collect all data in a readily accessible global database. It seems to us
that a web-based database running the proposed photo-identification algorithm
could be an interesting addition to the current data repositories. Since the only
manual work involved is the initial cropping of the pineal spot and, possibly, the
acceptance or rejection of a small number of ambiguous matches, organizing this
as a web-service would be rather straightforward. This way groups of biologists
could easily share and compare data collected at different times and locations.
At the same time, it would allow large groups of amateurs to significantly con-
tribute to the scientific enterprise by submitting their own pictures. We believe
that this type of web-enabled collective effort will play an increasingly important
role in the near future.
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Abstract. Case-based reasoning (CBR) solves problems using the already 
stored knowledge, and captures new knowledge, making it immediately 
available for solving the next problem. Therefore, CBR can be seen as a method 
for problem solving, and also as a method to capture new experience and make 
it immediately available for problem solving. The CBR paradigm has been 
originally introduced by the cognitive science community. The CBR 
community aims to develop computer models that follow this cognitive process. 
Up to now many successful computer systems have been established on the 
CBR paradigm for a wide range of real-world problems. We will review in this 
paper the CBR process and the main topics within the CBR work. Hereby we 
try bridging between the concepts developed within the CBR community and 
the statistics community. The CBR topics we describe are: similarity, memory 
organization, CBR learning, and case-base maintenance. Then we will review 
based on applications the open problems that need to be solved. The 
applications we are focusing on are meta-learning for parameter selection, 
image interpretation, incremental prototype-based classification and novelty 
detection and handling. Finally, we summarize our concept on CBR. 

Keywords: Case-Based Reasoning, Incremental Learning, Similarity, Memory 
Organization, Signal Processing, Image Processing. 

1   Introduction 

CBR [1] solves problems using the already stored knowledge, and captures new 
knowledge, making it immediately available for solving the next problem. Therefore, 
CBR can be seen as a method for problem solving, and also as a method to capture 
new experience and make it immediately available for problem solving. It can be seen 
as an incremental learning and knowledge-discovery approach, since it can capture 
from new experience general knowledge, such as case classes, prototypes and higher-
level concepts.  

The CBR paradigm has originally been introduced by the cognitive science 
community. The CBR community aims at developing computer models that follow 
this cognitive process. For many application areas computer models have successfully 
been developed based on CBR, such as signal/image processing and interpretation 
tasks, help-desk applications, medical applications and E-commerce-product selling 
systems. 
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In this paper we will explain the CBR process scheme in Section 2. We will show 
what kinds of methods are necessary to provide all the necessary functions for such a 
computer model. Then we will focus on similarity in Section 3. Memory organization 
in a CBR system will be described in Section 4. Both similarity and memory 
organization are concerned in learning in a CBR system. Therefore, in each section an 
introduction will be given as to what kind of learning can be performed. In Section 5 
we will describe open topics in CBR research for specific applications. We will focus 
on meta-learning for parameter selection, image interpretation, incremental prototype-
based classification and novelty detection and handling.  In Section 5.1 we will 
describe meta-learning for parameter selection for data processing systems. CBR 
based image interpretation will be described in Section 5.2 and incremental prototype-
based classification in Section 5.3. New concepts on novelty detection and handling 
will be presented in Section 5.4. While reviewing the CBR work, we will try bridging 
between the concepts developed within the CBR community and the concepts 
developed in the statistics community. In the conclusion, we will summarize our 
concept on CBR in Section 6. 

2   Case-Based Reasoning 

CBR is used when generalized knowledge is lacking. The method works on a set of 
cases formerly processed and stored in a case base. A new case is interpreted by 
searching for similar cases in the case base. Among this set of similar cases the 
closest case with its associated result is selected and presented to the output.  
In contrast to a symbolic learning system, which represents a learned concept 
explicitly, e.g. by formulas, rules or decision trees, a CBR learning system describes a 
concept C  implicitly by a pair ),( simCB  where CB  is the case base and sim  the 

similarity, and changes the pair ),( simCB  as long as no further change is necessary 
because it is a correct classifier for the target concept C.  

Formal, we like to understand a case as the following: 
 

Definition 1. A case F is a triple (P,E,L) with a problem description P, an explanation 
of the solution E and a problem solution L. 

 
The problem description summarizes the information about a case in the form of 
attributes or features. Other case representations such as graphs, images or sequences 
may also be possible. The case description is given a-priori or needs to be elicitated 
during a knowledge acquisition process. Only the most predictive attributes will 
guarantee us to find exactly the most similar cases.  

Equation 1 and definition 1 give a hint as to how a case-based learning system can 
improve its classification ability. The learning performance of a CBR system is of 
incremental manner and it can also be considered as on-line learning. In general, there 
are several possibilities to improve the performance of a case-based system. The 
system can change the vocabulary V (attributes, features), store new cases in the case 
base CB, change the measure of similarity sim, or change V, CB and sim in 
combinatorial manner.  

That brings us to the notion of knowledge containers introduced by Richter  
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[2]. According to Richter, the four knowledge containers are the underlying 
vocabulary (or features), the similarity measure, the solution transformation, and the 
cases. The first three represent compiled knowledge, since this knowledge is more 
stable. The cases are interpreted knowledge. As a consequence, newly added cases 
can be used directly. This enables a CBR system to deal with dynamic knowledge. In 
addition, knowledge can be shifted from one container to another container. For 
instance, in the beginning a simple vocabulary, a rough similarity measure, and no 
knowledge on solution transformation are used. However, a large number of cases are 
collected. Over time, the vocabulary can be refined and the similarity measure defined 
in higher accordance with the underlying domain. In addition, it may be possible to 
reduce the number of cases, because the improved knowledge within the other 
containers now enables the CBR system to better differentiate between the available 
cases. 

The abstraction of cases into a more general case (concepts, prototypes and case 
classes) or the learning of the higher-order relation between different cases may 
reduce the size of the case base and speed up the retrieval phase of the system [3].  It 
can make the system more robust against noise. More abstract cases which are set in 
relation to each other will give the domain expert a better understanding about his 
domain. Therefore, beside the incremental improvement of the system performance 
through learning, CBR can also be seen as a knowledge-acquisition method that can 
help to get a better understanding about the domain [4][5] or learn a domain theory. 

The main problems with the development of a CBR system are the following: 
What makes up a case?, What is an appropriate similarity measure for the problem?, 
How to organize a large number of cases for efficient retrieval?, How to acquire and 
refine a new case for entry in the case base?, How to generalize specific cases to a 
case that is applicable to a wide range of situations? 

3   Similarity 

Although similarity is a concept humans prefer to use when reasoning over problems, 
they usually do not have a good understanding of how similarity is formally 
expressed. Similarity seems to be a very incoherent concept. 

From the cognitive point of view, similarity can be viewed from different 
perspectives [8]. A red bicycle and a blue bicycle might be similar in terms of the 
concept “bicycle”, but both bicycles are dissimilar when looking at the colour. It is 
important to know what kind of similarity is to be considered when reasoning over 
two objects. Overall similarity, identity, similarity, and partial similarity need to be 
modelled by the right flexible control strategy in an intelligent reasoning system. It is 
especially important in image data bases where the image content can be viewed from 
different perspectives. Image data bases need to have this flexibility and computerized 
conversational strategies to figure out from what perspective the problem is looked at 
and what kind of similarity has to be applied to achieve the desired goal. From the 
mathematical point of view, the Minkowski metric is the most used similarity 
measure for technical problems:  
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the choice of the parameter p  depends on the importance we give to the differences 
in the summation. Metrical properties such as symmetry, identity and unequality hold 
for the Minkowski metric. 

If we use the Minkowski metric for calculating the similarity between two 1-
dimensional curves, such as the 1-dimensional path signal of a real robot axis, and the 
reconstructed 1-dimensional signal of the same robot axis [9], calculated from the 
compressed data points stored in a storage device, it might not be preferable to chose 

2=p  (Euclidean metric), since the measure averages over all data points, but gives 

more emphasis to big differences. If choosing 1=p  (City-Block metric), big and 

small differences have the same influence (impact) on the similarity measure. In case 
of the Max-Norm )( ∞=p  none of the data point differences should exceed a 

predefined difference. In practice it would mean that the robot axis is performing a 
smooth movement over the path with a known deviation from the real path and will 
never come in the worse situation to perform a ramp-like function. In the robot 
example the domain itself gives us an understanding about the appropriate similarity 
metric. 

Unfortunately, for most of the applications we do not have any a-priori knowledge 
about the appropriate similarity measure. The method of choice for the selection of 
the similarity measure is to try different types of similarity and observe their 
behaviour based on quality criteria while applying them to a particular problem. The 
error rate is the quality criterion that allows selecting the right similarity measure for 
classification problems. Otherwise it is possible to measure how well similar objects 
are grouped together, based on the chosen similarity measure, and at the same time, 
how well different groups can be distinguished from each other. This changes the 
problem into a categorization problem for which proper category measures are known 
from clustering [24] and machine learning [30]. 

In general, distance measures can be classified based on the data-type dimension. 
There are measures for numerical data, symbolical data, structural data and mixed-
data types.  Most of the overviews given for similarity measures in various works are 
based on this view [10][12][16]. A more general view to similarity is given in  Richter 
[11].  

Other classifications on similarity measures focus on the application. There are 
measures for time-series [54], similarity measures for shapes [53], graphs [29], music 
classification [13], and others. 

Translation, size, scale and rotation invariance are another important aspect of 
similarity as concerns technical systems.  

Most real-world applications nowadays are more complex than the robot example 
given above. They are usually comprised of many attributes that are different in 
nature. Numerical attributes given by different sensors or technical measurements and 
categorical attributes that describe meta-knowledge of the application usually make 
up a case. These n  different attribute groups can form partial similarities 
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nSimSimSim ,...,, 21   that can be calculated based on different similarity measures 

and may have a meaning for itself. The final similarity might be comprised of all the 
partial similarities. The simplest way to calculate the overall similarity is to sum up 

over all partial similarities: nn SimwSimwSimwSim ++= ...2211  and model the 

influence of the particular similarity by different weights iw . Other schemas for 

combining similarities are possible as well. The usefulness of such a strategy has been 
shown for meta-learning of segmentation parameters [14] and for medical diagnosis 
[15]. 

The introduction of weights into the similarity measure in equation 1 puts a 
different importance on particular attributes and views similarity not only as global 
similarity, but also as local similarity. Learning the attribute weights allows building 
particular similarity metrics for the specific applications. A variety of methods based 
on linear or stochastic optimization methods [18] , heuristics search [17], genetic 
programming [25], and case-ordering [20] or query ordering in NN-classification, 
have been proposed for attribute-weight learning.  

Learning distance function in response to users’ feedback is known as relevance 
feedback [21][22] and it is very popular in data base and image retrieval. The 
optimization criterion is the accuracy or performance of the system rather than the 
individual problem-case pairs. This approach is biased by the learning approach as 
well as by the case description. 

New directions in CBR research build a bridge between the case and the solution 
[23].  Cases can be ordered based on their solutions by their preference relations [26] 
or similarity relation [27] given by the users or a-priori known from application. The 
derived values can be used to learn the similarity metric and the relevant features. 
That means that cases having similar solutions should have similar case descriptions. 
The set of features as well as the feature weights are optimized until they meet this 
assumption. Learning distance function by linear transformation of features has been 
introduced by Bobrowski et. al [19]. 

4   Organization of Case Base 

The case base plays a central role in a CBR system. All observed relevant cases are 
stored in the case base. Ideally, CBR systems start reasoning from an empty memory, 
and their reasoning capabilities stem from their progressive learning from the cases 
they process [28]. 

Consequently, the memory organization and structure are in the focus of a CBR 
system. Since a CBR system should improve its performance over time, imposes on 
the memory of a CBR system to change constantly.  

In contrast to research in data base retrieval and nearest-neighbour classification, 
CBR focuses on conceptual memory structures. While k-d trees [31] are space-
partitioning data structures for organizing points in a k-dimensional space, conceptual 
memory structures [30][29] are represented by a directed graph in which the root  
node represents the set of all input instances and the terminal nodes represent 
individual instances. Internal nodes stand for sets of instances attached to that node  
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and represent a super-concept. The super-concept can be represented by a generalized 
representation of the associated set of instances, such as the prototype, the mediod or 
a user-selected instance. Therefore a concept C, called a class, in the concept 
hierarchy is represented by an abstract concept description (e.g. the feature names and 
its values) and a list of pointers to each child concept M(C)={C1, C2, ..., Ci, ..., Cn}, 
where Ci is the child concept, called subclass of concept C.  

The explicit representation of the concept in each node of the hierarchy is preferred 
by humans, since it allows understanding the underlying application domain.  

While for the construction of a k-d tree only a splitting and deleting operation is 
needed, conceptual learning methods use more sophisticated operations for the 
construction of the hierarchy [33]. The most common operations are splitting, 
merging, adding and deleting. What kind of operation is carried out during the 
concept hierarchy construction depends on a concept-evaluation function. There are 
statistical functions known, as well as similarity-based functions.  

Because of the variety of construction operators, conceptual hierarchies are not 
sensitive to the order of the samples. They allow the incremental adding of new 
examples to the hierarchy by reorganizing the already existing hierarchy. This 
flexibility is not known for k-d trees, although recent work has led to adaptive k-d 
trees that allow incorporating new examples. 

The concept of generalization and abstraction should make the case base more 
robust against noise and applicable to a wider range of problems. The concept 
description, the construction operators as well as the concept evaluation function are 
in the focus of the research in conceptual memory structure. 

The conceptual incremental learning methods for case base organization puts the 
case base into the dynamic memory view of Schank [32] who required a coherent 
theory of adaptable memory structures and that we need to understand how new 
information changes the memory.  

Memory structures in CBR research are not only pure conceptual structures, hybrid 
structures incorporating k-d tree methods are studied also. An overview of recent 
research in memory organization in CBR is given in [28]. 

Other work goes into the direction of bridging between implicit and explicit 
representations of cases [34]. The implicit representations can be based on statistical 
models and the explicit representation is the case base that keeps the single case as it 
is. As far as evidence is given, the data are summarized into statistical models based 
on statistical learning methods such as Minimum Description Length (MDL) or 
Minimum Message Length (MML) learning. As long as not enough data for a class or 
a concept have been seen by the system, the data are kept in the case base. The case 
base controls the learning of the statistical models by hierarchically organizing the 
samples into groups. It allows dynamically learning and changing the statistical 
models based on the experience (data) seen so far and prevents the model from 
overfitting and bad influences by singularities.  

This concept follows the idea that humans have built up very effective models for 
standard repetitive tasks and that these models can easily be used without a complex 
reasoning process. For rare events the CBR unit takes over the reasoning task and 
collects experience into its memory. 
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5   Applications 

CBR has been successfully applied to a wide range of problems. Among them are 
signal interpretation tasks [35], medical applications [36], and emerging applications 
such as geographic information systems, applications in biotechnology and topics in 
climate research (CBR commentaries) [37]. We are focussing here on hot real-world 
topics such as meta-learning for parameter selection, image&signal interpretation, 
prototype-based classification and novelty detection & handling. We first give an 
overview on CBR-based image interpretation system. 

5.1   Meta-learning for Parameter Selection of Data/Signal Processing 
Algorithms 

Meta learning is a subfield of Machine learning where automatic learning algorithms 
are applied on meta-data about machine-learning experiments. The main goal is to use 
such meta-data to understand how automatic learning can become flexible as regards 
solving different kinds of learning problems, hence to improve the performance of 
existing learning algorithms. Another important meta-learning task, but not so widely 
studied yet, is parameter selection for data or signal processing algorithms. Soares et. 
al [39] have used this approach for selecting the kernel width of a support-vector 
machine, while Perner and Frucci et. al [14][40] have studied this approach for image 
segmentation.  

The meta-learning problem for parameter selection can be formalized as follows: 
For a given signal that is characterized by specific signal properties A  and domain 
properties B   find the parameters of the processing algorithm that ensure the best 
quality of the resulting output signal: 

iPBAf →∪:  (2) 

with iP  the i-th class of parameters for the given domain.  

What kind of meta-data describe classification tasks, has been widely studied 
within meta-learning in machine learning. Meta-data for images comprised of image-
related meta-data (gray-level statistics) and non-image related meta-data (sensor, 
object data) are given in Perner and Frucci et. al  [14][40]. In general the processing 
of meta-data from signals and images should not require too much processing and 
they should allow characterizing the properties of the signals that influence the signal 
processing algorithm. 

The architecture for the CBR Watershed image segmentation is shown in Fig…. 
The resulting good segmentation quality is shown in Fig. 2 for a biological image. 

The mapping function f can be realized by any classification algorithm, but the 

incremental behaviour of CBR fits best to many data/signal processing problems 
where the signals are not available ad-hoc but appear incrementally. The right 
similarity metric that allows mapping data to parameter groups and in the last 
consequence to good output results should be more extensively studied. Performance 
measures that allow to judge the achieved output and to automatically criticize the 
system performances are another important problem. 
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Fig. 1. Meta-Learning for Parameter Selection 

   

Fig. 2. Image Segmentation Results, right Original Image, Watershed Transform, middle, 
Watershed Transform based on CBR, left 

Abstraction of cases to learn domain theory are also related to these tasks and 
would allow to better understand the behaviour of many signal processing algorithms 
that cannot be described anymore by standard system theory [41]. 

5.2   Case-Based Image Interpretation 

Image interpretation is the process of mapping the numerical representation of an 
image into a logical representation such as is suitable for scene description. This is a 
complex process; the image passes through several general processing steps until the 
final result is obtained. These steps include image preprocessing, image segmentation, 
image analysis, and image interpretation. Image pre-processing and image 
segmentation algorithm usually need a lot of parameters to perform well on the 
specific image. The automatically extracted objects of interest in an image are first 
described by primitive image features. Depending on the particular objects and focus 
of interest, these features can be lines, edges, ribbons, etc. Typically, these low-level 
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features have to be mapped to high-level/symbolic features. A symbolic feature such 
as fuzzy margin will be a function of several low-level features.  

The image interpretation component identifies an object by finding the object to 
which it belongs (among the models of the object class). This is done by matching the 
symbolic description of the object to the model/concept of the object stored in the 
knowledge base.  Most image-interpretation systems run on the basis of a bottom-up 
control structure.  This control structure allows no feedback to preceding processing 
components if the result of the outcome of the current component is unsatisfactory. A 
mixture of bottom-up and top-down control would allow the outcome of a component 
to be refined by returning to the previous component. 

Learning SystemRuntime System 
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Description
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Fig. 3. Architecture of a CBR-Based Image Interpretation System 

CBR is not only applicable as a whole to image interpretation, it is applicable to all 
the different levels of an image-interpretation system [42][12] (see Fig. 3) and many 
of the ideas mentioned in the chapters before apply here. CBR-based meta-learning 
algorithms for parameter selection are preferable for the image pre-processing and 
segmentation unit [14][40]. The mapping of the low-level features to the high-level 
features is a classification task for which a CBR-based algorithm can be applied. The 
memory organization [29] of the interpretation unit goes along with problems 
discussed for the case base organization in Section 5. Different organization structures 
for image interpretation systems are discussed in [12]. The organization structure 
should allow the incremental updating of the memory and learning from single cases 
more abstract cases. Ideally the system should start working with only a few samples 
and during usage of the system new cases should be learnt and the memory should be 
updated based on these samples. This view at the usage of a system brings in another 
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topic that is called life-time cycle of a CBR system. Work on this topic takes into 
account that a system is used for a long time, while experience changes over time. 
The case structure might change by adding new relevant attributes or deleting 
attributes that have shown not to be important or have been replaced by other ones. 
Set of cases might not appear anymore, since these kinds of solutions are not relevant 
anymore.  A methodology and software architecture for handling the life-time cycle 
problem is needed so that this process can easily be carried out without rebuilding the 
whole system. It seems to be more a software engineering task, but has also 
something to do with evaluation measures that can come from statistics. 

5.3   Incremental Prototype-Based Classification 

The usage of prototypical cases is very popular in many applications, among them are 
medical applications [43], Belazzi et al. [45] and by Nilsson and Funk [44], 
knowledge management systems [46] and image classification tasks[48]. The simple 
nearest-neighbour- approach [47] as well as hierarchical indexing and retrieval 
methods [43] have been applied to the problem. It has been shown that an initial 
reasoning system could be built up based on these cases. The systems are useful in 
practice and can acquire new cases for further reasoning during utilization of the 
system.  

There are several problems concerned with prototypical CBR: If a large enough set 
of cases is available, the prototypical case can automatically be calculated as the 
generalization from a set of similar cases. In medical applications as well as in 
applications where image catalogues are the development basis for the system, the 
prototypical cases have been selected or described by humans. That means when 
building the system, we are starting from the most abstract level (the prototype) and 
have to collect more specific information about the classes and objects during the 
usage of the system. 

Since a human has selected the prototypical case, his decision on the importance of 
the case might be biased and picking only one case might be difficult for a human.  
As for image catalogue-based applications, he can have stored more than one image 
as a prototypical image. Therefore we need to check the redundancy of the many 
prototypes for one class before taking them all into the case base. 

According to this consideration, the minimal functions a prototype-based 
classification system should realize are: classifications based on a proper similarity-
measure, prototype selection by a redundancy-reduction algorithm, feature weighting 
to determine the importance of the features for the prototypes and to learn the 
similarity metric, and feature-subset selection to select the relevant features from the 
whole set of features for the respective domain. 

Statistical methods focus on adaptive k-NN that adapts the distance metric by 
feature weighting or kernel methods or the number k of neighbours off-line to the 
data. Incremental strategies are used for the nearest- neighbour search, but not for 
updating the weights, distance metric and prototype selection. 

A prototype-based classification system for medical image interpretation is 
described in [48] (see Fig. 4). It realizes all the functions described above by 
combining statistical methods with artificial intelligence methods to make the system 
feasible for real-world applications. A system for handwriting recognition is described  
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Fig. 4. Architecture of a Prototype-Based Classifier 

in [49] that can incrementally add data and adapt the solutions to different users’ 
writing style. A k-NN realization that can handle data streams by adding data through 
reorganizing a multi-resolution array data structure and concept drift by realizing a 
case forgetting strategy  is described in [50].  

The full incremental behaviour of a system would require an incremental 
processing schema for all aspects of a prototype-based classifier such as for updating 
the weights and learning the distance metric, the prototype selection and case 
generalization. 

5.4   Novelty Detection by Case-Based Reasoning 

Novelty detection [51], recognizing that an input differs in some respect from 
previous inputs, can be a useful ability for learning systems. 

Novelty detection is particularly useful where an important class is under-
represented in the data, so that a classifier cannot be trained to reliably recognize that 
class. This characteristic is common to numerous problems such as information 
management, medical diagnosis, fault monitoring and detection, and visual 
perception. 

We propose novelty detection to be regarded as a CBR problem under which we 
can run the different theoretical methods for detecting the novel events and handling 
the novel events [34]. The detection of novel events is a common subject in the 
literature. The handling of the novel events for further reasoning is not treated so 
much in the literature, although this is a hot topic in open-world applications. 

The first model we propose is comprised of statistical models and similarity-based 
models (see Fig. 5). For now, we assume an attribute-value based representation. 
Nonetheless, the general framework we propose for novelty detection can be based on 
any representation. The heart of our novelty detector is a set of statistical models that 
have been learnt in an off-line phase from a set of observations. Each model represents 
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a case-class. The probability density function implicitly represents the data and 
prevents us from storing all the cases of a known case-class. It also allows modelling 
the uncertainty in the data. This unit acts as a novel-event detector by using the 
Bayesian decision-criterion with the mixture model. Since this set of observations 
might be limited, we consider our model as being far from optimal and update it based 
on new observed examples. This is done based on the Minimum Description Length 
(MDL) principle or the Minimum Message Length (MML) learning principle [52].  

 

 

Fig. 5. Architecture of a Statistical and Similarity-Based Novelty Detector and Handling 
System 

In case our model bank cannot classify an actual event into one of the case-classes, 
this event is recognized as a novel event. The novel event is given to the similarity-
based reasoning unit. This unit incorporates this sample into their case base according 
to a case-selective registration-procedure that allows learning case-classes as well as 
the similarity between the cases and case-classes. We propose to use a fuzzy 
similarity measure to model the uncertainty in the data. By doing that the unit 
organizes the novel events in such a fashion that is suitable for learning a new 
statistical model.  

The case-base-maintenance unit interacts with the statistical learning unit and gives 
an advice as to when a new model has to be learnt. The advice is based on the 
observation that a case-class is represented by a large enough number of samples that 
are most dissimilar to other classes in the case-base. 

The statistical learning unit takes this case class and proves based on the MML-
criterion, whether it is suitable to learn the new model or not. In the case that the 
statistical component recommends to not learn the new model, the case-class is still 
hosted by the case base maintenance unit and further up-dated based on new observed 
events that might change the inner-class structure as long as there is new evidence to 
learn a statistical model.  
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The use of a combination of statistical reasoning and similarity-based reasoning 
allows implicit and explicit storage of the samples. It allows handling well-
represented events as well as rare events. 

6   Conclusion 

In this paper we have presented our thoughts and work on CBR under the aspect 
“CBR and Statistical Challenges”. CBR solves problems using already stored 
knowledge, and captures new knowledge, making it immediately available for solving 
the next problem. To realize this cognitive model in a computer-based system we 
need methods known from statistics, pattern recognition, artificial intelligence, 
machine learning, data base research and other fields. Only the combination of all 
these methods will give us a system that can efficiently solve practical problems. 
Consequently, CBR research has shown much success for different application areas, 
such as medical and technical diagnosis, image interpretation, geographic information 
systems, text retrieval, e-commerce, user-support systems and so on. CBR systems 
work efficiently in real-world applications, since the CBR method faces  on all 
aspects of a well-performing and user-friendly system.  

We have pointed out that the central aspect of a well-performing system in the real-
world is its ability to incrementally collect new experience and reorganize its 
knowledge based on these new insights. In our opinion the new challenging research 
aspects should have its focus on incremental methods for prototype-based 
classification, meta-learning for parameter selection, complex signals understanding 
tasks and novelty detection. The incremental methods should allow changing the 
system function based on the newly obtained data. 

Recently, we are observing that this incremental aspect is in the special focus of 
the quality assurance agency for technical and medical application, although this is in 
opposition to the current quality performance guidelines.  

While reviewing the CBR work, we have tried bridging between the concepts 
developed within the CBR community and the concepts developed in the statistics 
community. At the first glance, CBR and statistics seem to have big similarities. But 
when looking closer at it one can see that the paradigms are different. CBR tries to 
solve real-world problems and likes to deliver systems that have all the functions 
necessary for an adaptable intelligent system with incremental learning behavior. 
Such a system should be able to work on a small set of cases and collect experience 
over time. While doing that it should improve its performance. The solution need not 
be correct in the statistical sense, rather it should help an expert to solve his tasks and 
learn more about it over time. 

Nonetheless, statistics disposes of a rich variety of methods that can be useful for 
building intelligent systems. In the case that we can combine and extend these 
methods under the aspects necessary for intelligent systems, we will further succeed 
in establishing artificial intelligence systems in the real world.  

Our interest is to build intelligent flexible and robust data-interpreting systems that 
are inspired by the human CBR process and by doing so to model the human 
reasoning process when interpreting real-world situations. 
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